Ergodic Convergence Rates
of Markov Processes

—Eigenvalues, Inequalities
and Ergodic Theory

(Volume 1)

Mu-Fa Chen
(Beijing Normal University)

First Edition 2000
Second Edition 2009






Preface to the First Edition

This book is a collection of the papers, during 1993-2000, by the author
with cooperators in the field mentioned in the title. More precisely, the top-
ics treated in the book are the first (non-trivial) eigenvalue, spectral gap,
Poincare, logarithmic Sobolev, Nash, Liggett, Liggett-Stroock inequalities,
which describe some different types of exponential or algebraic convergence
of Markov processes. The relation between these inequalities and three types
of traditional ergodicity for Markov processes is also studied.

The papers are arranged according to the order of writing time. Of course,
one may read them in a different order. For instance, before going to the
details, one may look at the survey articles [10] and [21] for the main results
and [11]-[13], [22] for the main ideas.

The book is informal at the present stage. It serves only for communication
but not for publication. The purpose of the edition (into a book form) is to
save the reader’s time in seeking for various journals. Occasionally, there are
some additions (unpublished details) or corrections to the original papers.

June 4, 2000. Rome, Italy

Preface to the Second Edition

In the past years, the book has been updated several time by adding some
subsequent papers. It is now compiled in a smaller text size with 11pt fonts.
Some additional corrections are made and some recent papers are included.
Besides, the author’s earliest article [03] in the field and two earlier articles on
couplings ([01] and [02]) are also in included for the reader’s convenience. To
keep in a reasonable size, the book is now divided into three volumes.

November 23, 2009. Beijing, China
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Coupling is probably the most important technique in the subject of interact-
ing particle systems. It is also very useful for other stochastic processes. For
discrete time Markov processes, the coupling theory was studied expansively by
Dobrushinl®, Griffeathl®), Wasershtein'%l and others (see the conferences in [9]).
For continuous time Markov processes, it becomes more complicated. This paper
is devoted to discussing the coupling theory for jump Markov processes.

In Section 1 we introduce three basic conditions for a coupling. Then, in
Sections 2—4, we discuss the conditions respectively. Finally, Section 5 presents
some basic couplings which should be the most useful ones in the subject we study.
The main results of the paper are given by Theorems (13), (16), (21), (24), (26),
(30), (36) and (37).

In the subsequent paper!®, which is mainly based on this paper, we will give a
construction for large classes of Markov processes on product spaces which need
not be compact.

81 Basic Conditions for Coupling
Let (E;, &;) be an arbitrary measurable space and (Xt(l))go be a Markov pro-

cess, i = 1,2. A coupling is simply to construct a Markov process ()Z't) 509 of the

two processes (Xt(i))go, 7 = 1,2 on a common probability space with the product
state space (F, &) = (E1 X E2,81 X &), which has the property:

(1) marginality.

ﬁ(rl’mQ) [)’Zt € A1 X EQ} (1) cA ]

ﬁ(zl’zQ) [)Z't e B x AQ} X(Z) cA ]
r; € B, A €8, 0= 2,t>0.

*) Partially supported by the Ministry of Education and the Foundation of Zhongshan Uni-
versity Advanced Research Centre.
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2 CHEN MUFA

By using the transition probability function, one can rewrite (1) as:

15(15, (x1,22), A1 X Eg) = Py(t,z1, A1)

(2) ﬁ(t, ($1,$2),E1 X A2) = Pz(t,xQ,Ag)
v, € By, Aje &, i=1,2,t>0.

Throughout the paper, we assume each (E;, &;) is separable. That is, {z} € & for
each © € F;. Also, we restrict ourselves on jump process P;(t, z;,-) with totally
stable and conservative g-pair (¢;(z;), ¢;(zi,)), which means that

qi(zi) = qi(zi, B;) < o0,

d
&Pi(ta$iaBi) = qi(xi, B;), —qi(x;)0 (x4, B), v, € By, Bied&y, i=1, 2
t=0

where §(z, B) = Ig(z) =1,if x € B; =0, if ¢ B. We call a g-pair regular if it
determines a unique jump process P(t, z,-).! Thus, a coupling for jump processes
requires reasonably the following property:

(3) regularity. the ¢-pair (¢(z),q(z,-)) is regular.

Sometimes, a coupling is used to compare an order relation of two copies of
the same jump process with different starting points. In this case, £, = Fy = F,
& = & = & and E is endowed with a semi-order “<”. One wants to know
whether the process (X;);>0 has

(4) order-preservation.

1 < 19 —> f)(achxg) [Xt(l) < Xt(2)] = 1, t> 0, (xl,]}g) cF.

A function f on FE is said monotone, if

(5) 1 < 22 = f(21) < f(22), (r1,22) € E.

Now, if (2)—(4) are satisfied, then for each nonnegative monotone function f, we
have

where

The conditions (2), (3) and (4) are usually needed for a coupling. How-
ever, these conditions are indeed not explicit, they depend on the unknown pro-
cess P(t,Z,-). The explicit condition should be described by the given g-pairs

11t is also called a g-process.
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(qi(x),qi(xi,+)) (i = 1,2) only, and this point is just what we are going to do in
the next three sections.
§2. Marginality
Let P(t,Z, A) be a jump process with g-pair (cj(a?), q(z, )), then by the conser-
vative assumption, one can see that
P(t,#,A) — 6(i, A . ~ . =
lim ¢, )t &4 _ sz, 4) —§(#)1;(¥), F€E Acé.
From condition (2), it follows that

Pi(t,z1, A1) — 6(w1, Ar)

(h(fUl, Al) - Q1($1)IA1($1) = lim

t10 t
- P(t, (z1,72), Ay : E) — 8(z1, A1)
t

= Q(‘,I;lax%Al X EQ) - q~($1,.’IJ2)IA1 (1'1),
(131,172) € E, Ay € 8.

Hence, by the monotone class theorem, we get

/q1($1,d3/1)f(y1) —qi(z1)f(21)

= /q~($1,$2§dylady2)f(y1) —q(x1, 22) f(21), (z1,22) € E, [ €61,

where ;&7 is the set of all bounded &-measurable functions. Regarding &7 as a
bivariable function, and using the following operators

Qigi(x:) = /qi(xi,dyi)(gi(yi) — 9i(%4)), gi €v&, i =1, 2

Of(or,2) = [ Qs aas dyrs i) (Fonsv8) = Sonso)), (o) € B €46,
one can rewrite the above equality as

ﬁf(',ﬂ?g) =Qf independent of x5, f € ,&7;

ﬁf(xl, ) =Qaof independent of x1, f € &s.

In other words, we have proven

(8) Lemma. (2)==(7)

Next, we prove that (7) = (2).
It is known that g-pair (¢(z),q(x,-)) on a separable measurable state space
(E, &) determines uniquely the minimal jump process P™"(t,x,-). If we define

(7)

(9) PO\ ) = / e MPmIn(¢ g )dt, t>0,z€E
0

then P™n(), . A) is the minimal solution to the equation
q(z, dy) 6(z,A)
10 = | ——== + —F, ek
(10) f@) = [ {G i+ s
for each fixed A > 0 and A € &. We also call the Laplace transform P(\, x,-) of
a jump process P(t,x,-) a jump process.
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(11) Lemma. Suppose that (7) holds, then

P™0(\ (31, 22), Ay X By) < P\, 2, Ay)

P (X, (21, 32), B1 X A3) < PI™(\, 2, Ay)
A>0, x;,€E;, A, €&, i=1, 2

NN

where PM%(\ x,-) (i = 1,2) and Pmin()\ (21, 25),-) are the minimal jump pro-

cesses determined by (q;(z;), qi(x;,-)) and (¢(Z),¢(Z,-)), respectively. In particular,
if (¢(Z),q4(x,-)) is regular, then so are the marginals.

Proof. By the comparison theorem [2; Theorem 6], it suffices to show that
h(zy1,x2) := P™™ (A, x1, Aq) satisfies the inequality

q(x1,v2;dyr, dys) d(x1,Ar) ~
12) h > h(yq, —_— ; E.
(12) hars) > [ TEEEE g, ) BB (0 0) €

This follows from (7) and (10) immediately. O
(13) Theorem. Suppose that (G(Z),G(z,-)) is regular, then (2) <= (7).

Proof. Since Lemma (8), it is enough to prove that (7)==-(2). By Lemma (11)
and the assumption, one can see that

ﬁ(>\7 (x1,22), A1 X E) < Py(\, z1, Ay)

(14) )

>\>0, v, € B, i=1, 2, A € 8.
If
(15) P()\, ({131,.%‘2),141 X EQ) < Pl()\,:L‘l,Al)

for some A > 0, (z1,22) € E and A; € &, then

1= AP, (21, 22), Ay X E3) + AP(X, (21, 22), AS X Ey)
< APL (A, 21, Ar) + AP (A, 21, AS)
= AP, (\, 21, EY)
< 1.

This is impossible. [

63. Regularity

The uniqueness criteria for general ¢g-process were obtained by Chen and
Zhengm. In this section, we first present some sufficient conditions for uniqueness
which are usually more practical. Then we study the relationship between the
regularity of the coupled ¢-process and the regularities of its marginal g-processes.
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(16) Theorem. Suppose that there exist a sequence {E,,} C & and an ¢ € &,
such that?

(17) E,TE, asn] oo sup p(z) < oo,
reFE,
(18) lim inf ¢(x) = oo;

n—oo x¢ Ey,

and there also exists a ¢ € R such that
(19) [ae.anet) <+ a@)eta),  aek

then the g-process is unique, i. e., the g-pair (¢(z),q(x,-)) is regular.

Proof. Without loss of generality, we may assume that ¢ > 0.
(a). Since for each A > 0, [ P™2(),-,dy)¢(y) is the minimal nonnegative

solution to the equation
B Eereilh erct

and by condition (19),

% :/q(»dy) wly) |

— A
A—c Atqg A—c A+q’ =

it follows from the comparison theorem that

< oQ.
—C

/Pmi“(%ndy)@(y) < ASD
(b). Set

(20) gn(z,dy) = Ig, (2)q(z,dy), qn(x) = qu(z, E), relk n>1

then (gn(x),qn(z,-)) is a regular bounded g-pair for each n > 1. Clearly, the
g-pair (¢n(x),qn(z,-)) also satisfies condition (19), therefore, by (a), one can see
that

p(x)

)\_c<oo, reFE, A>c,n>1.

t/&@wﬂwwws

(c). For x € E,,, we have

min _ Q(l’,dy) min (5(.%',En)

P ()\’x’En)_/)\—i-q(x)P ()\,y,En)—l—i)\_i_q(x)
— q”(aj’dy) min 6(:67 En)
_/)\+qn(:z)P Ay, En) + A+ gn(z)

2the set of all nonnegative &-measurable functions
3For condition (18), the author has a helpful discussion with S. Z. Tang.



6 CHEN MUFA
and for = ¢ E,,, we simply have

Sz, Ey)

~ qn (2, dy)
PR\ 2, E,) > 0= [ 220 pminy B 4 .
A @, En) / Ay, En) A+ qn ()

A+ qn (l‘)
Thus, we always have

§(z, Ey)

- qn(z,dy)
P (N z, By) =2 | ————— 5PNy, B+ —
Az, Ep) Ny, En) Nt g ()

N+ () A>0,z€eE, n>1.
Now, the comparison theorem gives us that
P\ x, E,) > P,(\z, Ey), A>0,z€E, n>1.

(d). By (b) and (c), we get

APMY(N\ 2, E,) > AP, (\, z, E,,)

1= AP, (\ z,Ef)
Ap(z)

()‘ - C) infz¢En, QO(Z)

WV

1—

, A>c, xeF.

and so
AP™N(N 2, F) > lim AP™*(\,z, E,) > 1, > e

n—oo

This completes our proof. [J

(21) Theorem. For the uniqueness of g-processes, each of the following conditions
is sufficient:

(i) there exist a constant ¢ € R and an ¢ € & such that ¢ > ¢q and?

/ oz, dy)e(y) < (c+q@)p(z),  z € B

(ii) there exists a Ao > 0 such that

/Pmi“(ko,x,dy)so(y) < 00, z € E;

(iii) for each t > 0 and x € E,

/Pmin(t,x,dy)go(y) < 00.

4Similar but stronger condition was given by Basis [1].
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Proof. By the proof (a) of the above theorem, we have (i)=-(ii).
Now assume that condition (ii) holds. By the forward Kotmogorov equation!®):

q(y,dz) = 4(z, A4)
Atq(z)  A+q(x)

P™n ()N z, A) = / P™n () z, dy) /
A
and the monotone class theorem, it follows that

o = [ Prnoedn [ G A

A>0,z€eFE, feb&.

In particular, taking A = Ag, f = Ag + ¢, we obtain

/ (Mo + 4(1)) P (g, 2, dy) = / PU (A, dy)g(y) + 1,z € E.

Combining this with (ii), we have
)\OP()\[),LE,E) :1, re k.

This certainly implies the uniqueness. The last assertion can be proved in a
similar way. U

(22) Remark. It is easy to show that the condition (21) (i) implies the assump-
tions of Theorem (16). To see this, simply take

E, ={z € E:q(z) <n}, o(z) = q(x), r € k.

but the converse fails. The following counterexample is due to J. L. Zheng;:
Take £ = {1,2,---} and let g1, ¢, -+ be the prime numbers in the natural
order. Set
Gii+1 = ¢, 1€ E; ¢i; =0, j#ii+1
This Q-matrix (g;;) satisfies the assumptions of Theorem (16). To this end, we

take c = 1,
i—1

k=1

Since []72,(1+1/gy,) and >_°7 | 1/q,, are convergent or divergent simultaneously,
it follows that lim, ., ¢, = co. Therefore, the assumptions are satisfied with

En:{071727”' 777’}7

and so the Q-process is unique.
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Next we show that the condition (21) (i) fails. Indeed, we will show that the
condition (21) (ii) fails also. By the backward Kolmogorov equation, one can
easily figure out:

1
P (N) =0, k<1 Pii(A) = ;
ey iR =
Qi qj—1 . .
Pij(A) = ) J >
i A +a) - (A +q5)
hence
%
Pyi(Ng; = = a;.
; J j ;()\+qi)...()\+qj) ;J
Because

1imj( 4 —1>:)\lim I —0, A>0

J—=00 \ aj+1 J—00 Qg1
one can see that the above series is divergent for each A > 0.

(23) Remark. We point out here that the Theorem (16) is quite general. In some
special case (for example, for generalized birth-death @-processes), the conditions
of (16) are also necessary.

Now we turn to discuss the relationship between tile regularities of a coupled
process and its marginal processes. The next result was proved in Lemma (11).

(24) Theorem. If a coupled g-pair (¢(Z), ¢(Z, -)) satisfying (7) is regular, then its
marginal g-pairs (¢;(z;), ¢;(zi,-)), i = 1,2 are all regular.

Note that there are many choices of coupled g-pairs satisfying (7), also, the
coupled g¢-pairs are usually more complicated than the given marginal g-pairs, it
is certainly more interesting to prove that the regularities of the marginal ¢-pairs
imply the one of a coupled ¢-pair. Unfortunately, we do not know at the moment
how to prove it completely. What we can do now is to present the following result,
which is an interesting application of Theorem (16) and quite general:

(25) Theorem. If the marginal g-pair (q;(x;),qi(x;,-)) (i = 1,2) satisfy the as-
sumption of Theorem (16), then every coupled g-pair satisfying (7) is regular.

Proof. For i = 1,2, we use Ei(n), ; and c¢; to denote, respectively, the subsets,
function and constant in the assumptions of Theorem (16), corresponding to the

g-pair (Qi (xz)7 qi (xiv )) Put

E,=E"™xEM™,  n>1

95(.231,1‘2) = (Pl(xl) + 902(55'2), (%1,£E2) c F.

Then {E’n};}o C & and E, 1 E. By (7), one can see that

(26) q(z1,72) < q1(z1) + ga(2), (r1,22) € F



COUPLING FOR JUMP PROCESSES 9

and so

\Y%
—_

sup (1, 22) < 00, n
(z1,z2)EE,

On the other hand,

lim  inf @) > ( lim inf gpl(xl)> /\< lim inf @2(@)) = 0.

N0 ) B "2, g "0 g

Finally, using the assumptions:
[ dudontun) < (e b a@eite),  meBim1,

and condition (7), it follows that

/(1(331,%2;dyhdyz)@(yhyz) < (a1 Ver+ Gz, x2))p(z1, 22), (r1,22) € E.

Therefore the ¢g-pair (§(Z), ¢(Z, -)) also satisfies the assumptions of Theorem (16).
U

(27) Corollary. If the marginal g-pairs satisfy simultaneously one of the conditions
of Theorem (21), then every coupled g-pair satisfying (7) is regular.

§4. Order-Preservation

In this section, we assume that By = Fy = FE, & = & = &, that E is endowed
a semi-order “<”, and the subset {(z,y) € E: x < y} =: F is &-measurable. We
also assume that the coupled g-pair is regular.

We can rewrite the condition (4) as follows:

(28) Order-preservation.

P(t,(l‘l,xg),F):l, t >0, (xl,mg)EF.

By differentiation, the above condition gives

(29) (j(xl,xg;ﬁc) =0, (l’l,xg) e F.
Indeed, we have

(30) Theorem. (28)<=(29).

Proof. We have seen that (28)==(29). Now assume that (29) holds. Note that

5(1’1,.%2;.250) ~

5(0) (A, (961,$2),ﬁc) _ e =0, (x1,x2) € F.

Suppose N N
P(n)()\,(l'l,lbg),FC) =0, (.%'1,.%2) eF,
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then, by (29), we get

ﬁ(n—i—l) ()\, (ZEl, $2), ﬁc)

q(z1, w25 dyn, dy2) ) _ <0
= P (A e P by e
/ A+ (21, 72) ( (Y1, 92), ) + ( , (21, 22), ),
G(z1, w25 dy1, dy2) ) ~ -

= Pn )\ Fc = O F
/ﬁ )\+(j($1,l’2) ( a(y17y2)7 ) y (l’l,xg) €

Hence, by induction, it follows that

ﬁ(n)()\’ (l’l,l‘z),ﬁc) =0, (SL’l,IEQ)EF, n>=1
and so _ _ B

P(/\,(l‘l,lL'g),Fc):O, (IL‘l,SL'Q)GF, A> 0.
This finishes the proof. [

85. Basic couplings
Let p7 and pp be two finite measures on (E,&). Denote by (u1 — u2)* the
Jordan-Hahn decomposition of p1 — o and define
pa A pz = g1 — (1 — pa) ™

Clearly, puy A pa = po A 1.
Let (gi(x;),q:i(x;,-)) be a given ¢g-pair on (E;,&;), i = 1,2. It often happens
that
E, C Ey (reap., By C Ey).

and
FE € gg (reap., Es5 € (9@1)

In this case, one can naturally extend the g-pair (¢1(x1),q1(x1,)) to (B2, &)
simply by defining
q1(x) =0, x € FEy\ Fy.

Because of this reason, we may and will assume that
i =FEy,=F, & =E=C6.

The simplest coupling is

(31) Independent Coupling.
O (w1.02) = [ ar(or,di)(F(ur.2) — flan,22)
= /Q2($27dy2)(f($17y2) - f(951,$2))

= (Quf(,22)) (1) + (Qaf (21,)) (22), (z1,22) € B, f € ,E.

Perhaps the following coupling is the most useful one:
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(32) Basic Coupling.
Of(e1,02) = [ (o1, — aa(o2,)) (@[ 22) = S,
+ [ (aataz) = e ) @)F ) — Flara)
+ [ @) Aaaloa, ) @) F00) = Flan,aa)

For more examples of couplings, one can see [4] and [5].
It is not hard to check, for the basic coupling, that the order-preservation
condition (29) becomes

(33) for each (z1,z2) € F,

(q1(21,-) = q2(z2, )" ({y € By L 22}) =0,
(g2(z2,) —qu(z1, )T ({y e E:a1 L y}) =0.

(34) Basic Coupling for ¢g-Processes with Finite Product State Space.

Let S be a finite set. For each u € S, let (E,,&,) be a measurable space
as above. Suppose that (¢*(z),q¢%*(x,-)) is a g-pair on (HuES Eu,Ilues gu) =:
(E, &) satisfying that ¢?(xz) = 0 for all 2 € E and the measure ¢®(z,-) is con-
strained on

{YEFE :yy # Ty, UWE Q; Yy =Ty, u€ S\ a}

for each o C S. Now, set

q(z,-) = Z q*(z,-), q(x) =q(z,E), z € E.
a€eS

Clearly, (¢(z),q(z,-)) is a g-pair on (E,&). Corresponding to (32), we can define
a coupling as follows:

Qf (e1,22) = Y (¢%(21,7) — ¢*(x2,)) " (dy)[f (g1, 22) — f(z1,22)]

+ 3 (¢ (w2, ) — ¢“(@1,) (dup) [ (w1, 92) — f (1, 22)]
(35) aCS

+ 37 (g% (@1, ) Ag® (@2, ) (d) [ (5, y) — fla1,22)],

(Jil,IEQ) S E, f S bg.

The basic coupling will play an important role in the subsequent paper [6].

In Addition. After the present paper was written, J. L. Zheng and X. G. Zheng
proved that the regularity of the marginal ¢-pairs implies the one of their coupled
g-pair for Markov chains under a slight assumption, by using martingale approach.
Then the author and J. L. Zheng find a simple proof for general case. We present
the proof in the following two theorems.
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(36) Theorem. Given g-pair (¢(z),q(z,-)) and a sequence {E,,} C & such that

E,TE, sup gn(z) < oo, n=1.
xeFE,

Define (g, (z), gn(x,-)) by (20), Then (q(x),q(z,-)) is regular iff
lim P,(\ z, E) =0, A>0,zc€E.
Proof. The sufficiency follows from
P (N z,Ey) = Py(\ 2, Ey), A>0,z€FE, n>1
which we have seen in the proof of Theorem (16). To prove the necessity, note

that by the backward Kolmogorov equation, Fatou lemma and the comparison
theorem, we have

lim P,(\, z, E,) > P™ (), E), A>0,z€E.

Thus, if (¢(z), q(z,-)) is regular, then
1>1-Xlim P,(\ =z, E;)
n—oo

=\ lim P,(\ 2, E,)

> AP\, x, FE)
=1.
and so the condition is necessary. [J

(37) Theorem. If the marginal g-pairs (¢;(z;), ¢i(z;,-)) (i = 1,2) are regular, then
so is each coupled g-pair satisfying (7).

Proof. Take

Ei(n) ={z; € E; : qi(z;) < n}, i=1,2,n>1,

E™=E" xEM >
and define (qz(n) (xi),q§n) (zi,)), i =1,2 and (¢ (z;),§"™ (z,-)) by (20), respec-
tively. Since

sup G(z) < sup qi(z1)+ sup ga(x1) < o0
jeE(n) IlGEYL) w2€Eén)

and Theorem (36), it suffices to show that
PO (X; (a1, 22), (B™)°) < P (A, (B)%) + ) (O ez, (B57)°)
A>0, (x1,22) € E, n>1.

where the g-processes are determined, respectively, by the above ¢-pairs. But this
is an easy consequence of the condition (7) plus an application of the comparison
theorem. [J

Acknowledgments.
The author would like to thank Prof. S. J. Yan and Mr. J. L. Zheng for their
helpful comments,



[1]

COUPLING FOR JUMP PROCESSES 13

REFERENCES

Basis V. Ya., Infinite dimensional Markov processes with almost local interaction of
components. Theory Probability Appl. 21 (1976), 727-740-(In Russian).

Chen, M. F.; Minimal nonnegative solution to an operator equation, Beijing Shifan-
dazue Xuebao, 3 (1979), 66-73 (In Chinese).

Chen, M. F., Reversible Markov processes in abstract space, Chinese Ann. Math. 1
(1980), 437-451 (In Chinese).

Chen, M. F., Basic couplings for Markov chains, Beijing Shifandazue Xuebao, 4 (1984),
3-10 (In Chinese).

Chen, M. F., Infinite dimensional reaction-diffusion processes. Acta Mathematica Sini-
ca, New Series, 1:3 (1985), 261-273.

Chen, M. F.; Existence theorem of interacting panicle systems with non-compact state
space. Sci. Sinica (Series A), XXIX: 11(1986), 31-39.

Chen, M. F., and Zheng, X. G., Uniqueness criterion for g-processes, Sci., Sinica, XXVI
(1983), 11-24.

Dobrushim R. L., Markov processes with a large number of locally interacting com-
ponents, Problems of Information Transmission, 7 (1971), 149-164 and 235-241 (In
Russian).

Griffeath, D.,; Coupling methods for Markov processes, Studies in probability and Er-
godic Theory, edited by G. C. Rota., Adv. in Math., Supplementary Studies 2 (1978).
Waserstein, L. N., Markov processes on countable product spaces describing large sys-
tems of automata, Problems of Information Transmission 3 (1969), 64—72 (In Russian).



The Annals of Probability
1989, Vol. 17, No. 1, 151-177

COUPLING METHODS FOR
MULTIDIMENSIONAL DIFFUSION PROCESSES
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(Beijing Normal University and Henan Teachers’ University)

ABSTRACT. In this paper, coupling methods for diffusion processes are studied
mainly to obtain upper bound estimates in two different probability metrics. We use
the martingale approach and explore the construction of explicit coupling operators
which are sometimes optimal. The paper presents some criteria for the success of
coupling and for the finiteness of the moments of the coupling times. Rates of
convergence in various metrics are also studied.

1. Introduction. Coupling methods have been used widely in the study of
interacting particle systems and other fields. There are some rather comprehensive
treatments of coupling in the theory of Markov processes; see Griffeath (1978)
and Liggett (1985). These papers contain a large number of references. In the
diffusion context, we should mention Davies (1986), Lindvall (1983) and Lindvall
and Rogers (1986). In the last paper, the authors obtained a successful coupling
for a class of multidimensional diffusion processes by a reflection method and the
theory of stochastic differential equations. Their method is effective for Brownian
motion and for process in which the covariance matrix is almost constant. In
particular, Brownian motion has a successful coupling. A geometric generalization
of this Brownian coupling has been developed by Kendall (1986a, b) for use in
stochastic differential geometry.

Let A be a metric on RY. For p > 1, we define a probability metric W,, (often
called Wasserstein or Kantorovich-Robinshtein-Wasserstein metric),

1/p
WP r) =inf | [ Moyt

dwRd

Key words and phrases. Coupling, coupling operator, probability metric, coupling time,
multidimensional diffusion, martingale approach.
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where the infimum is taken over all measures Q on R? x R¢ such that for any
measurable set B C R?,

Q(B xRY) = Pi(B),

(1.1) 4
Q(R? x B) = Py(B).

Any such @ is called a coupling of P, and P,. Clearly, any coupling will give us
an upper bound estimate for W,,. In this paper, we consider only the Euclidean
metric on R?,

d 1/2
plaas) =l ol = | Lo =
i=1
and the discrete metric
0, r=y
i) = {
1, x #y.

In the latter case, we will use V(Py, P») to distinguish W; from the metric p. Note
that W), is an analogue of the LP-metric. It was proved by Dobrushin (1970) that

V(P Pp) = S%P|P1(B) — Py(B)],

which is just half of the total variation norm.

It will become clear later that different couplings are suitable for different
metric. For this reason, we may use the terms “W,-coupling” and “V-coupling”,
respectively, for the different purposes. The W,-couplings are often used in the
study of interacting particle systems. [See Chen (1986b, 1987b) and the references
there.] More recently, the Ws-couplings have also been used in the study of infinite
dimensional diffusion processes by J. M. Xu and the first author.

Now, let us consider the V-coupling. Suppose that {X;};>0 and {Y;}i>0 are
diffusion processes in R? with the same transition function P(t,-,-) and distri-
butions P* and PY, respectively. Let P*Y be a coupling probability measure on
Qaq = C([0,00); RY). That is, the first and the second d-dimensional (marginal)
distributions of P*¥ are the same as P* and PY, respectively. Define the coupling
time as

T =inf{t > 0: X(t) = Y(t)}.

If
T < oo, P%Y-as.

and
PEYIX(1) = Y (1) £ 3 T] = 1,

we call the coupling P*¥ successful. Furthermore, if

P*Y[T >t =o0(t"") as t— oo,
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for some « > 0, then we have
V(P(t7 z, ')7 P(ta Y, )) = O(t_a)'

Thus the key point is to construct a successful coupling P*¥Y of P* and PY.
As we did in the case of jump processes [Chen (1986a, 1987a)], we begin our
study with the analysis of coupling operators.

Let . .
1 0? 9,
L =— i e — bl
2 ijzzl i ($) 61‘1833] + g (1:) 8332

be an elliptic operator on R¢ (possibly degenerate). Assume that the solution to
the martingale problem for L is well-posed [see Stroock and Varadhan (1979)].
Our goal is to find an elliptic operator on R2? such that the solution to the
martingale problem for this operator has the marginal property (1.1). From the
infinitesimal character of diffusion processes and (1.1), it is obvious that the co-
efficients of the operator should be of the form

a(z)  c(z,y) ) < b(x) >
alz,y) = . ) b(z,y) =
e = (i 9= oy
where c¢* is the transpose of ¢. A trivial example is ¢ = 0. In this case, the

two coordinates are independent and the coupling is usually not useful. But this
means that a coupling operator always exists. Indeed, there are a lot of choices.

EXAMPLE 1.2 (d-dimensional Brownian motion). Take

ci(z,y) =1—2@—y)(z—y)/|lz—yl,
c(zy)=1—(z—y)(z—y) /|-y,

_ alzi — yil y
esten) = (1 5 ) )

where o € (0,2] and 8 > 0. All these couplings are successful (see Section 4). The
first one was given in Lindvall and Rogers (1986), called coupling by reflection.
Actually, if we denote by L, (z # y) the hyperplane {z € R?: (z,2 — y) = 0}
which is just the orthogonal complement of {z—y}, then for each z € R?, ¢ (z, y)z
is the reflection image of z with respect to the hyperplane L,,. On the other hand,
c2(z,y)z is the projection of z onto the subspace L,,. Hence we call the second
one “coupling by projection”. The last one has an advantage in that the couplings
for different components are independent.

The paper is organized as follows: In the next section, we discuss the W-
couplings (p = 1,2). The remainder of the paper is devoted to the V-coupling
which are much more complicated. In Section 3 we study the constructions of
the couplings. In Section 4 we present some criteria for the success of couplings
and a large number of examples to illustrate these criteria. Our criteria are exact
in some cases. In Section 5 we study the rates of convergence of P*Y[T > {]
as t — oo for successful couplings. The moment of the coupling time T is also
studied there.
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2. Coupling for W,-metric (p = 1,2). Let Q = Qag = C([0, 00); R??) be the
space of continuous trajectories from [0, c0) into R??. Given ¢ > 0 and w € €, let
Z(t,w) = Z;(w) denote the position of w in R??. Define

My =0{Zs: s <t} M = J(Ut>0//t).

Let

X(t7w) =m0 Z(t7w) = (wl(t)v T 7wd(t))7
Y(t,w) = 79 O Z(t,w) = (wd+1, cee ,w2d(t)).

That is, Z(t,w) = (X(¢t,w),Y (t,w)). Similarly, we can define //t(l), AP and
//4(2), M. For example,

///t(l) =0{X;:s <t}

We often denote the operator

1
L= 2 Z 8:@63:] Zb

ij=1 i=1

by L(a(z),b(z)). Now suppose that Li(ai(z),b1(x)) and La(az(y), b2(y)) are given
operators, then we can define an operator L(a(z,y),b(z,y)) on R?? as

ar(z) e, y)> (ln ($)>
alx, = % s b €T, = y
R O 9= ()
where ¢(x,y) is a real valued d x d matrix such that the matrix a(z,y) is nonneg-
ative definite. Such an operator L(a,b) is called a coupling of Ly and L.
Throughout this paper, the coefficients of all operators are assumed to be lo-

cally bounded. Moreover, we assume that the martingale problem for the marginal
diffusion processes are well posed. The solutions are denoted by

P? ~ Ly, zr € R%
Py ~ Ly,  yeR%L

LEMMA 2.1. Let {P®Y : 2,y € R%} be a family of solutions to the martingale
problem for the coupling operator L(a(x,y),b(z,y)), denoted by P*¥ ~ L(a,b).
Then

Pf=P"Vonry', P{=P"orm',  xycRL

In other words, P®¥ is a coupling of P and PJ for every z,y € R<.
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PROOF. Let f € C°(R?Y) and set F(x,y) = f(z), =,y € RL Note that
LF(z,y) = L1 f(x) and the operators are locally bounded. We have, for every set

Be.#V and s < t, that 7, ' B € 4, and

/ <f(Xt) -/ t Llf(Xu)du) A(P™ o x7t)
:/77;13 (F(Zt)—/ot LF(Zu)du>sz’y
:/7r113 <F(Zs)—/OSLF(Zu)du)dP$7y

:/B<f(Xs)—/OSLlf(Xu)du>d(Pl”yo7rl_1).

This shows that P*Y o m L~ L. By the uniqueness assumption, we certainly
get
PP = P®Yon, z,y € RY.

Similarly, we have the second equality. [

We need the following elementary result.

LEMMA 2.2. Let V(¢) be a differentiable function and B(t) be a locally integrable
function on [0, 00). If

%V(t) < V()4 Blt), ae t

for some ¢ > 0, then

t
V(t) < V(0)e e + / e B(s)ds, 30,
0

THEOREM 2.3. Suppose that a(x,y) and b(z,y) are continuous on R?¢ and
P*Y ~ L(a,b). If there exist constants C' > 0 and ¢ > 0 such that

Lp*(z,y) < C —cp’(z,y),  z,y€RY

then
E"p* (X, Y;) < Clet+ e “p*(x,y),  x,y R

In particular, if C' =0, then
WZ(Pl(tvxv '),Pg(t,y, )) < p(x’y)efct/Q —0 as t— oo,

where Py (t,z,-) and Py(t,y, ) are, respectively, the transition functions of the mar-
ginal diffusions. The same conclusion is true if we replace p?, W5 and e=“*/2 by p,
Wi and e, respectively.
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PROOF. Set
Sy =inf{t > 0:|X, - Y;| > N},
Tr = inf{t > 0:|X;|* + |Y;|* > R},
S =Sy ATRg.

Since P*Y ~ L, we have

t
Ew’yp2(Xt/\S,Y;t/\S) = 02(5579) +/ Em’prz(Xu/\Syyu/\S)dU
0

and so

d

aEx’yPQ(Xt/\S, Y%/\S) = E$7yLP2(Xt/\Sy Yins)
<C - CEx’yPQ(Xt/\Sy Yirg)-

By Lemma 2.2 we obtain

Ew’yp2(Xt/\S7 Yms) < C/C + 02(37: Z/)e_Ct-

Now the conclusion follows by passing the limit R T co, N T co. O
DEFINITION 2.4. Let a1(z) = o1(x)o1(x)*, az(y) = 02(y)o2(y)*. We call

a(z,y) = ( ax(x) ) 01($)02)(y)*> ’ bz, y) = (21%6;)

o2(y)o1(z) az(y 2(y
basic coupling of Ly and L.
EXAMPLE 2.5 [Ornstein-Uhlenbeck (O.U.) process].
o1(z) =o9(z) =1, b1(x) = ba(z) = —px.
Using the basic coupling, we obtain from Theorem 2.3

WQ(P(tax7 ')aP(tvyv )) (Egc,yPQ(XhY;f))l/2 = 6_#tp(x,y),

<
Wi(P(t,z,-), P(t,y,-)) < E*Yp(Xy,Yy) = e M p(x,y), t>0, z,y € R%

EXAMPLE 2.6. Take 01(x) = 02(x) = 0 = constant, by (x) = ba(x) = 0. Using
the basic coupling, we obtain from Theorem 2.3
(B2 0% (X, Yo)) V2 = |2 —
E™p(Xy, V) = |z —yl.

W2(P(t’ z, ')7 P(t, Y, )) <
Wi (P(t7 xz, ')a P(ta Y, )) <
On the other hand, it is known from Givens and Shortt (1984) that the first
inequality is an equality in any dimension. Thus, our basic coupling is exact in
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this case. For W7, the coupling is not exact, but as you will see soon it is the best
that we can do.

We now introduce some notation which will be used often later.

NOTATION 2.7. Denote by (,) the ordinary inner product in R%. Set

Az, y) = a1(z) + az(y) — 2¢(z,y),

B(z,y) = bi(x) — ba(y),

Az, y) = (& —y, Alz,y)(x —y)),
Alx,y) = Alw,y)/lz —yl>,  z#v,

B(z,y) = (z —y, B(z,y)).

It is easy to check that A(z,y) > 0 for all 2,y € R? [since a(x,y) is nonnegative
definite] and that for each f € C?(]0,00)), we have

~—

2Lf(p(z,y)) =A(z,y) " (p(z,y)
- f'(p(z,y))
T

(2.8) + [tr A(z,y) — Az, y) + 2B(x,y)] e

In particular, we have

(2.9) Lp?(z,y) = tr A(z,y) + 2B(z, y)
and
(2.10) Lp(z,y) = [tr Az, y) — A(x,y) + 2§(x, y)]

2p(z,y)

Now, we turn to discuss how to choose the coupling operators for Wy(W7)-
coupling. For simplicity, we consider only the case that by (z) = ba(y) = 0.

REMARK 2.11. In view of Theorem 2.3, (2.9) and (2.10), we may say that a
coupling operator a(x,y) is Wa- (respectively, W1-) optimal if a(x,y) is nonneg-
ative definite and tr A(z,y) [respectively, tr A(z,y) — A(x,y)] achieves the mini-
mum at each point (z,y) € R?? [note that these quantities contain c(z,y) which
varies|. Clearly, if o1(x) = 02(y) = 0 = constant, then the basic coupling gives us
trA = A = 0 and so is optimal. For the general case, let us fix z and y, assume
that a1(z) and as(y) are positive definite and take o1(z) = /ai(z), o2(y) =
Vaz2(y), the positive definite square roots. In this case, we can rewrite c(x,y)
as o1(x)H*(z,y)o2(y). Now, a(z,y) is nonnegative definite if and only if H is
contractive. That is, |Hz| < |z| for all 2 € R?. Using the Hilbert-Schmidt (H.S.)
norm for metrics, we can easily prove that the optimal choice of H(x,y) does exist
since the domain of H is compact and tr A (respectively, tr A — A) is continuous
in H with respect to the H.S. norm. But this optimalization problem is generally
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quite difficult. For simplicity, now we restrict ourselves to the case that H is an
orthogonal matrix. Then, for W5, the solution is

(2.12) H(z,y) = [o2(y)ar (z)o2(y)] o2 (y)o (x).
Then, we have

tr Az, y) = tr [a1(2) — az(y) — 2(0a(y)ar (x)o2(y))"/?].
(In this case, even without the orthogonal assumption on H, the optimal solution
is still the same. For details, see Givens and Shortt [(1984), pages 237-239].)
Furthermore, if 01 = 02 = o is diagonal, then we have H (x,y) = (04 (x)04i(y)d;j).
For Wy, the optimal solution H should satisfy

(2.13) Hoy(I — au*)oy = [o2(1 — wtt*)ay (I — ut*)os)

where @ = (z —y)/|lz —y|, H = H(z,y), 01 = 01(x), 02 = 02(y) and so on. This
is quite complicated but still useful in some cases. We will return to this formula
later.

1/2

A typical application of the above coupling is as follows: Suppose that our
diffusion with L, has a stationary distribution 7, the conditions of Theorem 2.3 are
satisfied with C' = 0 for a coupling of L; and itself, and (x,y) — P*¥ measurable,
then we have

Wy (P(t,z,-),m) < e /2 [/ﬂ'(dy)kc — yﬂ 1/2.

In fact,

Wo(P(t,z,-),m) = Wy (P(t,x, ), /w(dy)P(t,y, -))

(2.14) < [/w(dy)vayth —Y,ﬂ v

1/2
< e‘“”{/ﬂ(dy)lw—ylz} :

and similarly for ;. As for the existence of stationary distribution for diffusions,
see Bhattacharya and Ramasubramanian (1982) and their references. Here, we
state a simple sufficient condition. The proof is nontrivial but almost the same as
the ones in Basis (1980) and Chen (1986b) which go back to Dobrushin (1970).
Hence we omit the proof.

THEOREM 2.15. Let h € C?(R?) be a compact function, i.e., h > 0, {z :
h(z) < k} is a compact set for each k > 0. If there are constants C' > 0 and ¢ > 0
such that

(2.16) Lih(z) < C — ch(x), r €RY,

then the diffusion process determined by L has a stationary distribution 7 with
(2.17) /ﬂ(dm)h(x) <C/1-o).

Now, if (2.16) holds with h = p?, then combining (2.14) and (2.17), we obtain
(2.18) Wy (P(t,z,-), ) < const.(1+ |z)e™? - 0 ast — oc.
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3. Constructions of couplings for V-metric. Starting with this section, we
discuss the couplings for V-metric. The following result describes a fundamental
property of our basic coupling.

THEOREM 3.1. Let a1 = as = oo™, by = by = b, and ¢ and b be continuous on
R?. Suppose that for the basic coupling L(a(x,y),b(x,y)):

a(z.y) = <o(x)a(x)i U(m)a(y)i> o bay) = <ZE?93> ’

the martingale problem is locally well-posed [and hence globally well-posed by Stroock
and Varadhan (1979), Corollary 10.1.2]. If we denote the solution by

nyy ~ L(a(x, y)) b(l‘, y))a
then we have

(3.2) X =Y, t>T, P*Y-as. on [T < o).

PROOF. A similar result was given in Stroock and Varadhan [(1979), Lemma
8.1.3]. Here we present a different proof. By a modification of Theorem 6.1.3 in
Stroock and Varadhan (1979) (we allow T' = o), what we need is to show that

P™[X;=Y;, t>0]=1, xcR%
Next, by a truncating argument, we may assume that a(z,y) and b(z,y) are

bounded and continuous, so the martingale problem for L is well-posed.
Now take

Copl-1/(1—a2)l,  |a| <1, v € RY,
77(37) - d
0, lz] > 1, x € RY,
where C is the normalizing constant. Put n.(z) = e~ 9(x/¢), set o.(z) =

(055(2)) : o5(x) = (o35 * n)(x), be(x) = (b5(x)) : b5(x) = (bi * n)(x) and so
on. Clearly of;(x),b5(x) € Cp°(R?). Hence there exist constants A. and B such
that

Ho's(l‘) - Us(y)H < Ae‘x - y‘a
|be () — be(y)| < Belz —yl.

On the other hand, corresponding to the function p(z,y) = |x — y|, we can con-
struct a sequence of functions {y, }7° such that

pn € C*(R), ¢nl(@)Tl2l, oLl <1, 0<¢f(2) <2/(na?).
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[See Tkeda and Watanabe (1981), pages 168-169.] Now, let L.(c, b.) be the basic
coupling. Then by (2.8), we have

2Lepn (e = yl) = ¢ (Jz — y)Ac(z,y)

, —_— —_ o~
# P (1 (o)~ Aela) + 2B (o),
where
Ae(xay) = (UE('T) - U&(x)) ‘.ZL' — y’ < A?W - y|27
tr Ac(z,y) < [loc(z) — oc(y)[|> < 42|z —y/?,
|Be(z,y)| = [(z — y, be(x) — be(y))| < Belz —y|?
and so

2Lepn(lz —yl) < A2¢(Jz —yl) [ — y1? + |}, (J — y])| (242 +2B.) |z — y|.
Let P¥* ~ L.(o.0%,b.) and
Sy =inf(t > 0:|X; — Y] > N).
Then
E:’Igpn(‘Xt/\SN _Xt/\SN})
tASN 1
< EZI/O { G420+ 100) (A2 + B2) p (X, Ya)du
tASN
< At/n+ (A2 + B.) Eg“”/ | X, — Y |du.
0
Let N T oo and then n T oco. We obtain

t
EZ"|X, — Y| < (A2 + BE)/ E»*| X, — Yy|du
0

and so
EX*| X, — Y =0, t>0.

This shows that
PY (X, =Yt >0)=1.

Finally, by Stroock and Varadhan (1979), Theorem 1.4.6, it is easy to prove that
(P¥7® : e > 0) is tight, and so we can choose a subsequence {e,,}7° such that

P¥® — Py* weakly.
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Then Py* ~ L(a(z,y),b(x,y)). By the locally well-posed assumption, we indeed
have Py"* = P*®. Therefore

P**[Xy =Yy > limsup PP [ X = Y] = 1, t>0.

m—00
This proves our assertion. [l
In order to give different types of couplings, we need more preparation. Denote

by P*Y the solution to the martingale problem for the basic coupling constructed
by Theorem 3.1. Set

(33)  Qu = 0@y PXT YT [0 o) + bl ir)=o)s W ED.

LEMMA 3.4 Under the hypotheses of Theorem 3.1, if P*¥ is a solution to the
martingale problem for

a(z.y) = (a(x)a(a:*)* Ucy(:r:(;(y;)*> , b(z,y) = (28)
up to time 7', then

R = Pm’y®TQ
is a solution to the martingale problem for
(3.5)
. Lo,y (t)c(z, y)
i o(2)o(x) T Loy (Do (@) (y)*
a(t7 x, y) |7 t * ’
o,7) (t)e(z, y) a(y)o(y)*

+ 11100y () (y)o ()"
b(t,z,y) = <Zg§> .

PROOF. Cf. Stroock and Varadhan [(1979), Section 6.1] for details. [

EXAMPLE 3.6 (Classical coupling). In (3.5), take ¢(x,y) = 0. This means
that the processes start from two different points, run independently until they
first meet each other, then move together.

EXAMPLE 3.7 (Coupling by reflection). Take
C(IL‘, y) = U(':U)(I - 21—“1*)0-(:'4)*7
where @ = (z — y)/|z — y|. If o is constant and det o # 0, we can also take

c(z,y) = oo* — 2uu* /|0~ al?.
EXAMPLE 3.8 (Coupling by projection). Take

c(x,y) = o(z)(I —au)o(y)”

For the above examples, we can first construct the couplings up to time T,
then applying Lemma 3.4, link them with the basic coupling so that after time T,
they will move together. Sometimes, we have to do so (cf. Section 4). However,
it is not always the case. Very often, it is enough to construct a coupling up to
the time T. This also enables us to consider the more general case that Ly # L.
Such generalization is useful in some cases [see Chen (1986b), for example].
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4. Criteria for success. In this and the next sections, we fix a coupling operator
L(a(z,y),b(z,y)):

[l ey b
A& = | o,y @@]’ “%”‘[ww}

and assume that P™Y (z # y) is a solution to the martingale problem for L up to
time 71"
T=inf{t >0: X, =Y;}.

In other words, for each pair # # y and for every f € CZ(R??): supp(f) C
{(z,y) € R?*¥ :1/n < |z — y| < N} for some n, N > 1,

t
ﬂ&l@—ALﬂ&ﬂmw

is a P™Y-martingale with respect to {.#; }:>0.
The idea of our criteria discussed below is to compare the process Z; = (X¢,Y;)
with the radial process r; = |X; — Y;|. To do this, set

0:|X:—Y >N), N>1,
0:]X: —Yy <1/n), n>1T,1TT asn T oo,
T.~N~ =T, NSn.

)

Choose continuous functions v and v*: (0,00) — R such that

y(r) = sup  (tr Az,y) — Az,y) + 2B(z,y)) [A(z,y),

lz—y|=r

v(r) < inf  (tr A(z,y) — A(z,y) + 2B(z,y)) /A2, y)

le—y[=r

and define
Cr) = exp [/17(;‘)@] Cu(r) = exp [/175“)@}

f(r)= /1’” C(s)"ds, fe(r) = /; C.(s) ds, r > 0.

Next, choose continuous functions o and a*: (0,00) — [0, c0) such that!

a(r) < inf A(z,y) < sup A(z,y) <o (r)

|z —y|=r lz—y|="r

1 Addition to the original paper: A slight different way, which is not comparable with the
original one, to define v and .« goes as follow. Remove /A(x,y) in the definition of 7y (resp. 7vs)
and then replace in what follows the original v (resp. ~v«) by v/a (resp. v«/a*). All the results
remain the same except some computations of v (resp. 7«) in examples have to be modified
correspondingly. See also the footnote to Example 4.14.
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Then, we have

fiiry>0, f(r)+ fi(r)y(@r)/r=0,

(4.1) , . )
fir) >0, F(r) + fu(r)v(r)/r = 0.

Define

9(r) :/T1 C(S)‘lds/s1 C(“))du,
g«(r) = /7«1 C.(s)"'ds /81 Ci(u)

as r T oo, f(r) 1 f(o0), say. Similarly, we can define f(0), f«(c0), f«(0), g(0) and
9+(0).

THEOREM 4.2. Let & > 0 on (0, ).

(i) If f(oo) = o0 and g(0) < oo, then the coupling is successful.

(ii) If fi(00) < 00 or g.(0) = oo, then the coupling is not successful.

(iii) If v = 7. and o = a, then the coupling is successful if and only if f(c0) = o0
and ¢(0) < oc.

COROLLARY 4.3. (i) If « is bounded below by a positive number, f(c0) = oo,
f(0) > —oo and liminf, |y f'(r) > 0, then the coupling is successful.

(ii) If @ > 0 on (0,00), fi(00) < 00 or f.(0) = —oo, then the coupling is not
successful.

PROOF. In case (i), it is easy to check that g(0) < oo. As for case (ii), it
suffices to note that f.(0) = —o0o0 = ¢.(0) = oo. Thus, the corollary follows
from Theorem 4.2 directly. [

Case (i) of Corollary 4.3 was obtained by Lindvall and Rogers [(1986), Lemma
1].
PROOF OF THEOREM 4.2. For the sake of completeness and also for certain

subsequent uses, we sketch the proof here though the technique is essentially not
new [cf. Friedman (1975)].

Set
p N 1
(44)  F,n(p)=— C’(s)lds/ (u)du, —<p<N,nN>1.
1/n s a(u) n
Then
(4.5) ,N(P) ,N(P)

wn(0) + EL n(p)v(p)/p=1/a(p).

Combining this with (2.8), we have

(4.6) 2LF, n(p)(p(z,y)) = 1.
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Put r = |z — y|. Since P®Y ~ L(a,b), by a truncating argument we have

E“YF, N (| Xiat x — Yirtun|) — Fan(7)

1 t/\TnyN
— E / SLF(| X,y — Ya|)du
0

P Ex’y(t A Tn,N)a

and so
Em’y<t VAN Tn,N) < —QFH’N(’I’).

Letting t T oo, we get
(4.7) E®Y (T, n) < —2F, n(r) < 0.
(i) If g(0) < oo, then

Fon(r)= lim F, n(r) > —o0.

n—oo

From (4.7), it follows that
(4.8) Em7y(T/\ SN) < —QFO,N(T’) < 0.
On the other hand, since Lf(p(x,y)) < 0, we have

f(1/n) PPY(T < S, At)+ f(N)P*Y(Sy < T, At)

(4.9) + E5Y(f(p(X, Y2)) 1t < Tun) < F(r).

Hence, by (4.7) we get
f(/n) PPY(T < Sp) + f(N)P™Y(Sy < T,) < f(r).

Thus

oy J(r) = fQ/n)
P = ) S SNy = my

Noting that ¢g(0) < oo = f(0) > —o0, we have

f(r) = £(0)

PRI > 58) 2 58~ 7oy

Letting N 1 oo and using (4.8), we obtain?
P™Y(T = c0) = 0.

2 Addition to the original proof: The condition “g(0) < co” is used here, which implies that
PY(T = Sy = 00) = 0. Hence {T' = o0} = {T' = o0, T > Sy} C {T < Sy}, P*Y-a.s. This
point can be easily missed, as we did in the earlier version of the paper, but was pointed out to
us by L. P. Huang who is especially acknowledged here.
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(ii) First, we assume that f.(co0) < co. By (4.7), we have
fe(1/n) PPU(T, < Sn) + fo(N) PPY(T, > Sn) < falr).

Hence

f(N) £.(r)
PO < 58) S 5wy = (i)

fe(00) = fu(r)
fo(N) = f.(1/n)

and so

PPYIT < oo] < PPY(T), < o0) < <1

Next, we assume that g.(0) = co. Set

N N
:/ C*(s)_lds/ C:(u)du<oo, 0<p<N.
o s a*(u)

For 0 < p < N, set g()(p,N)zland define

N N
g£M) (p’ N) — / C* (5)_1d8/ C* (U) g(’n’L—l) (U, N)du
p s

o (w)
inductively. Then, it is easy to check that

(m) 1 m
gx (p,N)émg*(p,N) , m

WV
o

Hence
Z g(m) p, N
is well-defined for all p € (0, N]. Moreover,

Un P 17 u?\f 07
1+ g«(p, N) <un(p) < exp(g«(p, N)),

(o) - welo) + =it

limuy(p) = o0, 2Luy(p(z,y)) < un(p(2,)).

<
<

and so

Finally, fix  # y and set |z — y| = r > 0. Then, by a truncating argument, for
every N > r, we have

uy(r) = B2 [ T2y (p(Xo, i, Ve, ) )|

> B2 e Puy (p(Xa, wone: Vi wne) ) Tu < Sy A
= up(1/n)e~t2 PPY(T, < Sy At),
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that is,
P™Y(T, < Sy At) < e 2uy(r)/uy(1/n).
Letting n — oo and then N — oo, we get

PYT <t)=0, t>0.

This gives us
P*Y(T < 00) = 0.

Equivalently,
P9 (T=c)=1. O

EXAMPLE 4.10 [Classical coupling of Brownian motion (B.M.) in RY].

have y(r) = v.(r) =d — 1, a(r) = a*(r) = 2. Hence

r—1, d=1,
fr)y=2< logr, d=2,
(1—r=42)/(d-2), d=>3
2(1—72), d=1,
g(r) = ) 1 2
4<—logr—2+2>, d=2,

29

and so the coupling is successful if and only if d = 1. This result should come as

no surprise since Brownian motion does not hit points in d > 2.

EXAMPLE 4.11 (Coupling of B.M. in R¢ by reflection or projection). In both
cases, we have 7 = 0 and a = positive constant. Thus, f(r) =r—1, f/(r)=1>0

and so these couplings are successful.

EXAMPLE 4.12 (Coupling of different diffusions). Taked =1, a1(z) = a1 > 0,
asz(y) = ag > 0, by(x) = —b1z, ba(y) = —b1y — ba, b1,ba > 0. Using the coupling

by reflection, we get

a(u) =a = (ya +az)",

Y(u) = %(—blzﬂ + byu),

R CyNER
firy>0

Hence the coupling is successful. If a; # ao, then the basic coupling is also

successful.

REMARK 4.13. Based on the idea of reflection, Lindvall and Rogers (1986)

proposed a coupling by taking

— ot oy — 07W) @ —y)(@ — y)”
o) = oto) (ot ~ 2L ).
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Under some hypotheses, they proved that this coupling satisfies the conditions
of (i) of Corollary 4.3, so is successful. Since the hypotheses of Theorem 4.2 for
success are weaker than those given in Corollary 4.3, our criterion is applicable
to their case.

EXAMPLE 4.143. Take o(x) = v/2ax, b(x) = cx +d, z >0, a > 0 and d > 0.
The diffusion process on [0,00) for this operator is well-defined [cf. Tkeda and
Watanabe (1981), pages 221-222|. Use the coupling by reflection,

c(x,y) = —2a4/Ty.

We have

A(m,y):trA(x,y):Z(x,y):2a(\/§+\/§)2,
a(r) =2a inf (\/E—l—\/@)g,

lz—y|=r
= 2a 11;% (\/E—f— v+ 7‘)2,
= 2ar,
c
C(s) = | S(s- 1),
r—1, c=0

fr) = Z[l—exp {2(1_7«)”7 ¢ # 0.

Thus, f(co) = oo if and only if ¢ < 0. Notice that in one-dimensional case, if
v =0, then

1

. r
(4.15) 9(0) < 00 <= lli% 20 ds < 0o

In the present case, v < 0 and

1
. s—r
lim ds =1 < 0.
r—0 r S

By Theorem 4.2, we conclude that the coupling is successful for all ¢ < 0.

Since inf,~¢ a(r) = 0, Corollary 4.3 is not available for this example.

3Correction to the original proof. Because

v(w) = sup 2B(z,y)/A(z,y) =2 sup c(vVT—7)° =0

o —yl=u |o—y|=u

provided ¢ < 0. Hence, the conclusion that v(u) = cu/a is incorrect. Here, the correction is
based on the first footnote of the paper. However, one needs only to remove the line concerning
with the original ~.
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EXAMPLE 4.16 (One-dimensional linear growth model).
a(r) = ax + b, b(x) = cx +d, a #0.
Consider the basic coupling

c(xz,y) = (ax + b)(ay + b).

Then y(u) = . (u) = —2¢/a?, a(u) = a*(u) = a*u?.
It is easy to check either f(oo) < oo or g(0) = co. Hence the coupling is always
not successful. Even if ¢ < 0 then f(o0) = oo and f(0) > —oo. Hence it is not

difficult to prove that
PW( lim X, — Y;| = 0) =1
t—o0
but we still have
P*Y(T =00) =1, x #y.

The above example shows that the basic coupling is useless for the V-metric.
However, for negative ¢, the basic coupling is not only effective but also provides
an exponential rate for the Wi-metric (Theorem 2.3). Conversely, for B.M., the
basic coupling gives us

PY(X,~ Y=z —y) =1

and so is useless for the Wi-metric. But as we have seen in Example 4.11, we
still have an effective coupling for the V-metric. Thus, the suitable couplings
are different for different metrics. For different models, we even need different
metrics.

Now, we return to the third coupling given in Example 1.2.

EXAMPLE 4.17 (B.M. in R?).

cij(x,y) = <1 -

alz; — yil > ..
— =t TG, 1<i,j<d.
B+lzi—yil )" h h

Observe
|xz 2
_2 —_
Alwy) azmm—% o=y
2ad
B+u< Z’l 4 /|x—y|2)

200 u

~ VaB+u
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20|z — il
tr A(z,y) Z i |331 il

2adu P |
= , if lz—yl=u
OB+u y
Thus,
Az, y)
and so
20w

y(u) =d—1, a(u):ﬁm.

Our criterion (Theorem 4.2) is available only for d = 1.

However, this coupling is successful in any dimension. The reason is that we
can use the following simple result to reduce the general case to the case that
d=1.

DECOMPOSITION LEMMA 4.18. If a coupling consists of two independent
parts, and each part has the property that when they hit they will move together,
then

T=TVT,,

where 17 and 75 are, respectively, the coupling times of the two parts. In other words,
the coupling is successful if and only if each part is successful.

We have seen that Theorem 4.2 is less and less effective as the dimension
increases. The role of Lemma 4.18 is to deduce the higher dimensional case to
the lower dimensional case. The idea is that, if the components of the original
process are independent, we may construct a coupling in two steps: First, for each
component, construct a coupling such that after the marginals of the component
meet each other, they move together (cf. Theorem 3.1 and Lemma 3.4). Second,
link these individual couplings together independently. Example 4.17 illustrates
such a construction. As another application of this idea, let us again consider
B.M. in R?. Take the coupling diffusion coefficient as

a(t,x,y):< ( 1 C(t,}r,y)>?

c(t,z,y)

where

and
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This construction works also for the higher dimensional analogue of Example 4.14.

REMARK 4.19. We now would like to know what coupling is the optimal. We
now would like to know what coupling is the optimal for the moment. Based on
Theorem 4.2, we may say that a coupling is V-optimal if

(4.20) a(z,y) is nonnegative definite and A(z,y) # 0,
(4.21) tr A(z,y) — A(x,y) achieves the minimum and
(4.22) A(z,y) achieves the maximum.

By the Schwarz inequality, we have

(4.23) tr A(z,y) = A(z,y).

Thus, a special case of (4.21) is that (4.23) becomes equality. This happens if and
only if
2(z —y)(x —y)"”

(4.24) c(z,y) +c(z,y)" = ai1(z) + az(y) — Mz, y) iz — g2

For B.M., any A(z,y) satisfying
0 < Mz, y)? <4

will give us a solution to (4.20) and (4.21). Furthermore, if we assume that

¢ = c*, then the coupling by reflection [i.e., A\(z,y)? = 4] is V-optimal. Next, if

a1 = ap = 0 = constant, then the couplings either by reflection or by projection

do satisfy (4.20) and (4.21). If we insist on choosing an orthogonal matrix H
mentioned in Remark 2.11, then, for constant a; = as = 02, deto # 0,

H=1-20""(z—y)(z—y)o /o7 (z—-y)

is a solution to (4.20) and (4.21), but this is no longer true when the matrix o
depends on z. Similarly, if we consider projection matrix H, the solution is

H=I-c"(z—y)z—y) o /lo" (z -yl

It is still an open problem to give a general formula for the optimal couplings for
V-metric.

5. Rates of convergence in total variation norm. Let us begin this section
with an example [Lindvall and Rogers (1986)]. Consider the coupling of B.M. in
R? by reflection. Using the functional

728 —exp[all -yl - | X, - Vi) - 20%], >0,
it is easy to prove that

E*Y exp|—AT] = exp [ — VA2 |z - yll, A>o
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[see Williams (1979), pages 85-86, for example]. Hence

9 rlz—yl/(2Vt) u?
PYIT >t =2 / exp[—]du.
T Jo 2

Thus

1
§HP(t,$, ) - P(taya ')HVar
= V(P(tvx’ ')7P(t>y7 )) < ETY [IXﬁéYtﬂ
= P%Y[T > t] < Const. |z —y|/Vt— 0, as t 1 oo.

On the other hand, it is known that

Lt = Pty )| ——vﬁz/%HMK%ﬁ)e S P
92 ) » Y Var — T Jo Xp 2 )

thus, the coupling by reflection is exact for the V-metric. Similarly, one can
easily check that the coupling by projection will give us the same rate 1/+/¢ up to
a constant. This procedure produces some estimates for the rates of convergence
in some special cases. Now, we are going to use a different idea. Obviously, if
E(T™) < o0, then

"V (P(t,2,-), P(ty, ) < t"PT >t < B[I™ :T > —0, t— o

This leads us to study the moments of T'.
Recall that

T N
1
Fon(r)=— C(s)_lds/ C(u)du, —<r<N,n,N>1.
1/n s a(u) n
and define
F(r)= lim lim F, y(r), 0<r<oo,
-1 [*2 C(u)
M, (s1,89) = (Ci(s1)C(s / du, S1,89 > 0.
( 1 2) ( ( 1) ( 2)) 1/n a*(u) 12°2

For the following result, we are again comparing with a radial process.

THEOREM 5.1. Put r = |z — y|.
(i) If F(r) > —o0, then E*¥(T) < co.
(ii) If T),,n < 00, P™¥-a.s. and

N
dim // [M,,(s1,89) — My(s9,$1)]ds dsy Cy(s) " ds = o0,
N—oo 1/n<sy<r 1/n

r<s, KN
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then E®Y(T) = o0, z # y.
PROOF. (i) From (4.7), we see that

(5.2) E*Y(To N) < —2F, N(7).
Let N — oo and then n — oo to get
E®Y(T) < —2F(r) < o0.

(ii) Set
Gn(r) = C(s)"'ds Clu)
1/n 1/n a*(u)

35

Since Grn(p) = 0, G1,(p) 2 0, G (p) + (1/p)v(p) G}, (p) = 1/a”(p), for p = 1/n.

‘We have
2LGy(p(z,y)) < 1.
Hence
1
(5.3) E*G (p(Xt, 5 Vi, x)) < Gulr) + 5 B*¥(To )

On the other hand, if we set

H,(r)= C.(s) ds,
1/n
then
1
Hu(p) 20, Hy(p) =0, Hy(p) + - 7(p)Hu(p) =0, p= .
Because

Th N
E*YH, (p(X1, o, Y1, v)) = Ha(r) + EW/ LH, (p(Xy,Yy))du > Hy(r),
0

we get
(5.4) P*Y(Sy < T,) > H,(r)/H,(N).
Combining (5.3) with (5.4), we obtain

Hy(r)Gn(N) — Hy(r)Gn(r)
Hn(N)

E*Y(Ton) =2

Since T), n is increasing as n — oo or N — oo, T), y T T". Thus, the assumption

of the theorem implies that
E®Y(T) = 0.
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EXAMPLE 5.5 (O.U. process).

Using the coupling by reflection, we get

a’(r) =4,
Y(r) = (r) = —1?/2,

C(r) = exp [/Oﬁu)du} — exp [_l( 2_1)],
_Fn(r) = /W exp [i(SQ _ 1)] ds/sN % exp {— i(ﬁ _ 1)} du

(Lol ([ ol-3])

Hence —F(r) < oo for all 7 € (0,00), and so

N

E*Y(T) < 0.

EXAMPLE 5.6 (The coupling of B.M. in R¢ by reflection).
E®Y(T) = oo, T #y.

Now we investigate the higher moments of the coupling time T'.

THEOREM 5.7. If there exist constants § > 0, 0 < a < 3, and ¢ = ¢(«) such
that

(5.8) (8 —2)A(z,y) + tr A(z,y) + 2B(z,y) <0

for all (z,y) : 0 < p(z,y) < oo, and

(5.9) |F'(r)] < er?, 0<r<oo
Then
(5.10) E®Y(T™) < oo, m € [0,5/a).

PROOF. By (5.8), it is easy to prove that
(i) sup E*Y(IX(EATn) = Y (AT N)|P) < |z —yl?. n,N>1.
>0

Next, by using an integration by parts formula for martingale theory [Stroock and
Varadhan (1979), Theorem 1.2.8] and a truncating argument, we may prove that
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Tn,N

@) BT < 2m(tm) B2 [ ()~ Y ()
0
This is the main trick of the proof. Now, by (5.9), Holder inequality and (i), we
would have

ERV[|P(X() = Y(5)Dlss < Tow] < Cla =yl PPV [T = 5] 7

Inserting this into (ii) and letting N,n — oo, we would obtain
o

() E#0(T1 ) < 20m(1 4 m) o gl [ s TPTT 3 o0 0,

0
On the other hand, from Theorem 5.1 and 5.9, we see that E*¥(T") < co. Thus,
by using the inequality (iii), we may maximize the number m with property
E*Y(T™) < oo. For more details, refer to the proof of Lemma 7 in Davies

(1986). O

EXAMPLE 5.11. Everything is the same as Example 4.12 but for simplicity,
we take a1 = as = 1. We know that

1

b
y(r) = 3 < —byr? + 527‘)

Hence,

_ el by b2
C’(r)—exp[/1 " du] —exp[ 4(7’ 1)+ 2(7“ |,
r N
—FnN(r):l/ exp [blsz—s]ds/ exp{—blu2+l)2u}du
: 4 ) 4 . 2

4
1" by by \ 2 o0 by by \
F(r) == g2 ey
|F'(r)] 4/0 exp[4 (s 51) }ds/s exp[ 1 (u b1) u|du

and so, for any 0 < o < 1,

) 7 expl-(by/4)(u— bo/br)?]
re ar®=lexp [ — (b1 /4)(r — bg/bl)Q]

— 0, r — 00

Thus, (5.1) holds for any 0 < a < 1, and so

E(T™) < oo for any m > 0.

Finally, we consider exponential estimates for the rate of convergence.

THEOREM 5.12. Suppose that
(1) there exist constants C' > 0, ¢ > 0 such that

(5.13) Lp*(x,y) < C = cp*(,y),
(ii) there exist N > N; > C'/c such that

N N
(5.14) Fo,n(Ny) :/0 C(S)_lds/ g((:j))du< 00
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and

N2 [N o(s)~tds
(5.15) ty, O)7ds ¢

fON C(s)~lds ¢

Then there exists tg > 0 such that for t > ¢y, we have

P*Y(T > nt)
(516) Ex7yp2 (Xntyynt)

K k",

<
< K2kn7

for some constants K1, Ko >0 and k € (0,1).
PROOF. Recall

f0) = [ Cyds. LiGplag) <o
1
From (4.9), we see that

SN = 1) peig, > 1),

Px’y(Tn < SN /\t) = m ,

Letting n — oo, we have

T,y f(N) B f(?") _ pzy
P (TngSN/\t)>7f(N)_f(0) P (T()J\]Zt),
where Tp y =T A Sn, and so
(5.17) PYY(T, <t) > M — Pw’y(To,N >t).

By the condition (5.14) and using (5.2) we get
Ew7y(T07N) < —2F07N(7“).

Hence

E2Y(Ton) _ _2Fon(r)

(5.18) PPY(Thn 2 1) < ; < ;

Combining (5.17) with (5.18) we obtain

fIN) = f(r) n 2Fy N(7)
f(N) = £(0) t
f;/vl C(s)~ds 2Fy N (1)

fON C(s)1ds t

P™Y(T < t) >

(5.19) >
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for all (x

,Y) 1 0 < p(x,y) =r < Ny. Let

N? fN )~'ds _c
‘ﬁcul@ ¢’
Then a > 0 by (5.15). Clearly, we can find ¢; > 0 such that

o =

~ Y

IN? | Fo, Nt(Nl)! e

2
fN )"tds 2k N (V) 50
fON C(s) Lds t ’
for all t > t1. Also, we can find ¢5 > 0 such that
_Cfe _C_ @
1—ect c 2
for all t > ty. Take tg = t1 V to. Then for all t > ty, we have
)"tds  2F, N(N C
(5.20) N? I.C on(N) | Cle
fo ~1(s t 1 —ec
Now, we fix t > ty and let
)"lds  2F, (N
f]jvl 0. ( 1>:1—5, 0<6<1.
Jo C(s)~ lds t
By (5.19), (5.20), (5.13) and Theorem 2.3 we arrive at
(a) P*Y(T > t) < 0, 0<|zx—y| <Ny,
(b) NZ(1=0)(1 —e ") > C/e,

(c) B*Yp* (X4, Ye) < Cle+ e p?(z,y).

Let 7,, = nt AT and {P,} be a regular conditional probability distribution
P®Y| 4. . Then 5(X(Tn71)7y(7n71)) &, _, P is the solution to the martingale
problem for the coupling operator L(a,b) starting from (X (

-
fine

—1)s Y (7,_1)). De-
In = I[T,,L<T] = I[Tn:nt}v
Jn = p*(X(7,), Y (1,)1n.

n

Then I, < I,—; and I,,_; = 0 implies I,, = 0. Thus, by using (a), we obtain

E2(1L) = B2V Ly B2 (L | Ay, )|
_ g [In_1E5® PAL), p(X (Tn1), Y (7)) < Nl}
+mwp4ﬁ®P@¢mX@H%wm4»>m}

< 5Em’y( ) FEQU (Jn—l);
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where 0 @ P. = 0(x(r,_1),Y (rn_1)) &, _, P- Next, by using (c), we get

ETY(J,) = E™Y {In_lE”’y(Jn\///T% )} <(CJe) E™Y(I_y) + e E™Y(J,_y).

1

Finally, the assertion (b) guarantees that the eigenvalues of the matrix

§ 1/N?
CJe et
are less than 1. Let A;, A2 be the eigenvalues and take k € [A\; V A2,1). Then
(5.16) holds for some Ky, Ky > 0. O
EXAMPLE 5.21 (O.U. process).
o(x) =1, b(x) = —x
4

Lp2($,y) = —202(1'72/), C=4, c=2,
C(r) = exp[—(r* —1)/4],

" s%/4 N 1 —u?/4
—Fon(r)= [ e /%ds 1€ du < 00,
0

S

f(r) = /1 exp [(s® — 1)/4]ds.

Take N1 > 2 = C/c. Then 2/N? < 1. Since

Jim, £9) =00
for fixed N; and
JIN) = f(N)

lim

N=oo f(N) = f(0)

we can choose N large enough such that

=1,

FN) = (V) 2
JN) = 70) ~ NE

This implies (5.15) and hence the hypotheses of Theorem 5.12 are satisfied.

Acknowledgments. This work was done when the authors were visiting the
Department of Mathematics, University of Edinburgh. The authors would like
to thank the Department for its hospitality, especially Professor T. J. Lyons.
The first author also acknowledges the support of the S.E.R.C. of the United
Kingdom. Finally, thanks are given to a referee for his detailed comments on the
earlier version of this paper.



COUPLING OF DIFFUSIONS 41

REFERENCES

BASIS, V. YA. (1980), Stationarity and ergodicity of Markov interacting processes, In Multi-
component Random Systems (R. L. Dobrushin and Ya. G. Sinai, eds.) 37-58. Dekker, New
York.

BHATTACHARYA, R. N. and RAMASUBRAMANIAN, S. (1982), Recurrence and ergodicity
of diffusions, J. Multivariate Anal. 1295-122.

CHEN, M. F. (1986a), Coupling of jump processes, Acta Math. Sinica 2 123-136.

CHEN, M. F. (1986b), Jump Processes and Interacting Particle Systems, Beijing Normal Univ.
Press, Beijing (In Chinese).

CHEN, M. F. (1987a), Coupling of jump processes II, Chin. Ann. Math. To appear.

CHEN, M. F. (1987b), Ezistence theorems for interacting particle systems with non-compact
state spaces, Sci. Sinica (Ser. A) 30, 148-1156.

DAVIES, P. L. (1986), Rates of convergence to the stationary distribution for k-dimensional
diffusion processes, J. Appl. Probab. 23, 370-384.

DOBRUSHIN, R. L. (1970), Prescribing a system of random variables by conditional distribu-
tions, Theory Probab. Appl. 15, 458-486.

FRIEDMAN, A. (1975), Stochastic Differential Equations and Applications I, Academic, New
York.

GIVENS, C. R. and SHORTT, R. M. (1984), A class of Wasserstein metrics for probability
distributions, Michigan Math. J. 31, 231-240.

GRIFFEATH, D. (1978), Coupling methods for Markov processes, Adv. in Math. 2, 1-43.

IKEDA, N. and WATANABE, S. (1981), Stochastic Differential Equations and Diffusion Pro-
cesses, North-Holland, Amsterdam.

KENDALL, W. S. (1986a), Stochastic differential geometry, a coupling property and harmonic
maps, J. London Math. Soc. (2) 33, 554-566.

KENDALL, W. S. (198Gb), Nonnegative Ricci curvature and the Brownian coupling property,
Stochastics 19, 111-129.

LIGGETT, T. M. (1985), Interacting Particle Systems, Springer New York.

LINDVALL, T. (1983), On coupling of diffusion processes, J. Appl. Probab. 20, 82-93.

LINDVALL, T. and ROGERS, L. C. 0. (1986), Coupling of multidimensional diffusions by
reflection, Ann. Probab. 14, 860-872.

STROOCK, D. W. and VARADHAN, S. R. S. (1979), Multidimensional Diffusion Processes,
Springer New York.

WILLIAMS, D. (1979), Diffusions, Markov Processes, and Martingales Foundations I, Wiley,
New York.

DEPARTMENT OF MATHEMATICS DEPARTMENT OF MATHEMATICS

BEIJING NORMAL UNIVERSITY HENAN TEACHER’S UNIVERSITY
BEILJING, 100875 XINXIANG, HENAN PROVINCE

PEOPLE’S REPUBLIC OF CHINA PEOPLE’S REPUBLIC OF CHINA



42 MU-FA CHEN AND SHAO-FU LI

Note of the computation of the partial derivatives of p and f o p.
d 1/2
Let p(z,y) = [z — y| = (T (i — :)?)"*. Then

o) m— Y 9? 1 (zi —y:)?
T T L P E T
o (=) —yy) o
8xi@xjp(fv,y) BT # J,
0 0
3yip = —%Pa
2 0 o\ &
8xi8yjp Oz <_ E):c]p> N _89516%- Py
0? 0 0 0? 0?
8yi8yjp - Oy; < B (?xjp) - _&L‘j@yip - 0z;0x; P

Furthermore, for f € C2, noting that

0 0 /
Emf@ﬂz (axlp)f °p;
82 a 8 1 82 !/
8 a / _ 6 /! _ a
oy °P = <5yip>f ore _<5$ip>f AT

0? 0 0 0?
8xi8yjfop_ sz <_ 835]fo’0> N _Gx,'(?xjfop’

0? 0 0 0? 2
Byiayjfop_ 8yz (_ al'jfop> - _ayiﬁxjfop_ 8:ci8a:jfop’
we obtain
8 Ty —Yi
o) o P@y) = o ZI frop(z,y),
9 (zi — i) L, [ 1 (z; — yi)z] ,
o €z, = T 19 © €, + - o z, 9
8ng p(z,y) P— f"op(z,y) Py R P frop(x,y)
o _ (33'1 - y,)(:E] - yj) " , . .
oo pla) = SN 0 ) - T o ple] i
0 0
oyl °P = Tag, o
2 2
0x;0y; for= _&riaxj fep,
9? 9?
0y;0y; fer= O0x;0x; for
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EXPONENTIAL L2-CONVERGENCE AND
L?>-SPECTRAL GAP FOR MARKOV PROCESSES
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(Department of Mathematics, Beijing Normal University)
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ABSTRACT. This paper deals with the exponential L?-convergence for jump pro-
cesses. We introduce some reduction methods and improve some previous results.
Then we prove that for birth-death processes, exponential L2-convergence coin-
cides indeed with exponential ergodicity which is widely studied in the Markov
chain theory.

1. Introduction.

Let (E, &, m) be a probability space, { P(t)}+>0 be a positive, strongly continu-
ous, contractive and Markovian semigroup (P(t)1 = 1) on L?(r) with an invariant
measure 7. Denote by Q and Z(Q2) respectively the infinitesimal generator and
its domain induced by {P(t)}:>0. We say that {P(t)} converges exponentially in
the L?(7) norm if there is a positive ¢ such that for all f € L?(n),

(1.1) 1P f —a(Hl < e =1 f =7 (D,

where || - || denotes the L?(7) norm and 7 (f) = [ fdr.

Since the constant function 1 € 2(Q2) and Q1 = 0, the vector 1 is an eigenvector
of Q with eigenvalue 0. One may seek for the next-to-largest eigenvalue (resp. real
part) of the self adjoint (resp. non-self-adjoint) generator 2. That is, to seek for
the infimum of the spectra of —2 restricted to the orthogonal complement space
{f € L3(m) : w(f) = 0} N 2(Q). This leads us to define

(1.2) gap(Q) = inf{—(Qf, f) : f € 2(Q), =(f) =0, |f] =1}.

We know more or less that (1.1) and (1.2) are closely linked (see the next
section for more details). Exponential convergence in L? sense was proved for

Research supported in part by the National Natural Science Foundation of China and
FokYing-Tung Educational Foundation.
n the Chinese journals, the name is often written as Chen Mufa
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various classes of stochastic Ising models by Holley and Stroock (1976, 1987),
by Holley (1984, 1985a, 1985b) and by Aizenman and Holley (1987). Recently,
Liggett (1989) proved that the neatest particle system also exhibits an exponential
convergence. He also proved that gap(2) coincides indeed with the largest value
e in (1.1). Thus, as in the large deviation theory, we have a common rate formula
without ergodic assumption. This is especially useful for the study of interacting
particle systems.

Motivated by a quantum field’s model, Sullivan (1984) studied the spectral
gap for jump processes with state space Z* = {0,1,2,...} or RT. Under some
hypotheses, he proved the existence of the spectral gap for certain bounded op-
erators.

Estimation of the bound of a spectrum has attracted considerable attention in
various branches of mathematics. Motivated by a well-known paper by Cheeger
(1970) on the lower bound of the Laplacian on a compact manifold, recently,
Lawler and Sokal (1988) obtained a general version of Cheeger’s inequality for
jump processes with general state space and bounded operator. In their paper,
our readers can find much more references.

The main purpose of this paper is to extend the previous results to unbounded
generators. Some elementary facts from Dirichlet form theory enable us to obtain
a complete formula for the convergence rate. This is done in the next section.
Then for jump processes, we reduce the non-symmetric case to the symmetric
one and reduce the unbounded case to the bounded one. In Section 5, we first
improve two results due to Liggett (1989) and Sullivan (1984) respectively. Then,
we prove that for birth—death processes, exponential convergence coincides indeed
with exponential ergodicity which is widely studied in the Markov chain theory.
Also we introduce a procedure to estimate the lower bound of spectral gap for
birth-death processes. Finally, we apply Van Doorn’s results (1985) to present
some bounds of spectral gap for general positive recurrent Markov chains.

In the last section (§6) we briefly discuss the largest eigenvalue of €2 for non-
positive recurrent Markov processes by using the techniques developed in the first
five sections.

2. Some General Results.

Let (E,&,7) be a probability space and L?(w) be the set of all real square
integrable functions with respect to m on (F,&’). Given a positive, strongly con-
tinuous, contractive and Markovian semigroup {P(t)};>0 on L?(m) (P(t)1 = 1)
with an invariant measure m, we denote by (2 its generator with domain Z().
Define gap(€2) by (1.2). Similarly, we can define gap(ﬁ), where € is the generator
in the weak sense. Denote by 2 (Q) the domain of Q in L2(r). Finally, if the
limit

@1 lm (- POLS =lm o [ AP - 7))@ >0

tio t t10 2t

exists, we denote it by D(f). Such functions f € L?(r) with D(f) < oo constitute
the domain 2(D) of D. In the case of {P(t)};>0 being symmetric on L?(7), as
a direct consequence of elementary spectrum theory (cf. Fukushima (1980)), the
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limit defined by (2.1) always exists for all f € L?(m). We also use D(f, f) to
denote the limit. The bilinear form

D(f.)= 3 [D( +4.+9)~ DU 9.1~ )

defined on
2(D) = {f € L*(x) : D(f, f) < o0}

is called the Dirichlet form corresponding to the semigroup {P(t)}:>¢. Clearly,
in this case, D(f) = D(f, f) with the same domain. This explains why we choose
the notations D(f) and Z(D).

Now, we define

(2.2) gap(D) = inf{D(f) : f € (D), =(f) =0, |[f]| = 1}.

For the symmetric case, we have

gap(D) = inf{D(f, ) : =(f) =0, |[fl| = 1}.
Next, following Liggett (1989), we set

o(t) = —sup{log [|P() f|| : 7(f) = 0 and [|f]| = 1}.

By the contraction and semigroup properties, it is easy to see that o(-) is super-
additive and o(0) = 0. Hence, the limit

(2.3) o = lim olt) = inf olt)
tlo ¢ t>0 ¢t

is well defined.
The following result is an extension of Liggett’s (1989, Theorem (2.3)) in which
o = gap(Q2) was proved.

(2.4) Theorem. We have

o = gap(D) = gap(Q2) = gap(Q).
Proof. . The proof is essentially due to Liggett (1989). Clearly,

gap(D) < gap(ﬁ) <gap(2) on 2(Q),

D(f)= (- Qf, f) =(-Qf, f) on 2().

To prove o > gap(£2), we simply use the fact:

SIPOSI = 2P0, 2P0)))

< —2gap(Q) [|P()f]1%,
fe2(), (f) =0and [|f]| =1,
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and the density of 2(Q) in L?(r). Finally, let f € 2(D), then
1 1
1 = _ > 1 = _ _—ot — 0
D(f)=lm - (f = PW)f,f) 2lim (1 -e"") =0
Hence gap(D) > 0. O
At the moment, except for the fact @(Q) C 2(D), our knowledge about (D)
is quite limited. However, it will be clear later, whenever we have a little more

information about the generator, the domain Z(D) is actually manageable. The
following obvious facts will be helpful for our further study.

(2.5) Lemma.
(i) D(f) 20, f € 2(D);
(ii) f€ 2(D)= g=cf+de 2(D) and D(g) = 2D(f) for all ¢,d € R;
(iii) f,g€ Z(D)and f+ g€ Z(D) = D(f +9) <2(D(f) + D(9)).

As an immediate consequence of Theorem (2.4), we have

(2.6) Corollary.
(i) If Q is bounded, then

0= inf{(_Qfa f) : W(f) =0, Hf” = 1}
(ii) If Q is self adjoint, then

o =1inf{D(f, f):7(f) =0, ||f] = 1}.
where D(f, f) is the Dirichlet form corresponding to the semigroup {P(t)}:>0
(resp. generator ).

Finally, we want to show that the non-symmetric case can often be reduced to
a symmetric case.

Let E be a locally compact separable space with Borel field &, m be a proba-
bility measure on (E, &) with supp(r) = E. Let D(f,9) (f,g € 2(D) C L*(r))
be a generalized Dirichlet form (see Kim (1987) for details). Suppose that the
semigroup {P(t)}+>0 corresponding to D(f,g) has an invariant probability .
Obviously, by Theorem (2.4), we have

(2.7) o =inf{D(f,f): f€2(D), n(f) =0, [|f]| =1}.
Next, define the dual of D as follows
D(f.9)=D(g.f),  f.g€2(D)=2(D);

and set 1

EZQ(D—FD), @(ﬁ):@(D).
Then D is a symmetric Dirichlet form for which we have
(2.8) g =inf {D(f,f):7(f) =0, [If] =1}
But

DS, ) = 5 (DU ) + DU 1) = DU S, € 9(D) = 2(D).

Thus, we have proved the following result.
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(2.9) Corollary. o =ga.
(2.10) Example. For the Ornstein-Uhlenbeck process in R,

1/ d2 d
Q_2<<im2_x(m)’

o =gap(2) =1/2,

we have

since the eigenvalues of {2 are
An =1n/2, n >0,

and the associated eigenvectors belong to Z(2). By the independence of com-
ponents, this conclusion is also correct in the multidimensional case. Moreover,
for the infinite dimensional Ornstein-Uhlenbeck process in Wiener space, we still
have

o=gap(Q) =1/2.
Cf. Stroock (1981) for details.

More examples for diffusion processes can be found from Karlin and Taylor
(1981), Chapter 15, Section 13. Also see Holley and Stroock (1987) and Ko-
rzeniowski (1987).

3. Spectral Gap for Jump Processes: General Case.
Let (E, p) be a separable locally compact space, P(t,z,dy) be a jump process
on (E,p,&). That is,

(3.1) lgg)lp(t,x,A) = P(0,2,A) = 1a(z), reFE, Acé.

Associated with each jump process P(t,x,dy), we have a g-pair (q(x), q(x,dy)):

(3.2) %P(t,:p, A) 0T q(z, A) — q(z)La(2).

Unless otherwise stated, we assume that the g-pair is regular. That is, the g-pair
is conservative:

0<q(@,A) <q(z,E)=q(z) <o, z€E, A&,

and there is precise one jump process P(t,z,dy) satisfying (3.2). Moreover, as-
sume that 7 is an invariant measure of P(¢, z,dy).

Under the above conditions, it is known that the semigroup {P(t)};+>0 induced
by jump process P(t,z,dy) satisfies the hypotheses given at the beginning of the
previous section (cf. Chen (1987)).
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Define
o(de, dy) = 7(dz)g(z,dy) on & x &,
D'(f) = 5 [ malde.dy)(Fw) - 1),
2(D*) = {f € L*(m) : D*(f) < oo}
A = {f € L®(r) : supp(J) is compact}
and

A ={g=cf+d: fex, c,deR}.
Suppose that
(3.3). q(z) is locally bounded.
Then we have
(3.4) Lemma. Under (3.3), 1, C Z(D).

Proof. By the regularity of the g-pair, it follows that (3.2)holds for all indicators
14, A € &, and hence for all bounded &-measurable functions. Thus, we have

(35) tw [ Pl f) = [ at.dy)f)
E\{z}

On the other hand, since

1
t

[ Plsans)| < 0= Pl e))sulf0)] < o) 1)
E\{z} Y

Y

it follows that

[ran)s@; 1) - POfa)

51— P(t,x,{z}) P(t,z,dy)
= m(dx) f(z - w(dx) f () ———22
/supp(f) (dz)fz) : /Supp(f) () () = ()

- r(dz)g(a) f(2)? — / r(dz) f(z) / g(a,dy)f(y) ast]0

supp(f) supp(f)

(cf. Chen (1986)). Note that 7 is an invariant measure of {P(t)}+>o:

(36) [ @@ = [ o) [ o)
Combining the above facts, we arrive at

<f—P(t)f

: ,f>—>D(f)=D*(f)<oo ast 10

for f € . Now, the conclusion follows from Lemma (2.5). O

This simple result already enables us to get an upper bound for gap(D).
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(3.7) Theorem. Under (3.3), we have

1 Kx Ko+ K¢ x K
gap(D) < inf{m X K° 1 K x K)

2 7(K)m(K°) 0<7n(K)<1, Kis Compact},

Proof. For a compact K, 0 < n(K) < 1, set f = ¢cK + d. Choose ¢ and d € R
such that 7(f) = 0 and ||f|| = 1. Compute D*(f). The assertion follows from
Lemma (3.4). O

(3.8) Definition. We say that € C Z(D*) is a core of D*, if for every f € 2(D¥),
there exists a sequence {f,,}5° such that

Di(fn— 1) ::D*(fn*f)Jern*fHQHO as n — o0.
(3.9) Lemma. If

(3.10) /w(dx)q(m) < 00,

then %7, is a core of D*.

Proof. We need only to show that 7" is a core of D*. Take a sequence of compacts
E, 1 E and let f € 2(D*). Set f,, = fIg,. Then

Di(f—f) = l/mdx a9) () — F(@) — Fult) + Fu(@)® + 1 — FI
/ (A, d) [(Fn () — Fu(@))? + () = Fa@)?] + [ £ — FI2

/ J(de, dy) f()* + / ro(de, dy) (@) + 1 f — FI
{f(y)>n} {f(z)>n}

< [swtr@)]” [ [ wta@wata 1 > nl) + /{ o w(dx)q(xﬂ
£

—0 asn—oo. O
(3.11) Theorem. If ¥ is a core of D*, in particular, if (3.10) holds, then
an(D) = yint { [ 7y (de,n)(F) ~ F@)? 7)) =0, =1}
=yt { [ mde. () - 1@ € A () =0 171 =1}.
Proof. First, D*(fn — f) — 0 implies that

[ malde.a)haty) ~ Fu@)?
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is bounded with respect to n. On the other hand,

\ [t dn) gl = Fa@))? = [ mafi, dn) () — )

<5 [ malde,dp)(fae) =~ Fule) - )+ S(@)?

x / 7o, dy) (Faly) — fu(@) + F(y) — F())?
<CD*(fn,— f) — 0 asn — oo,
and so

Our assertion follows from Theorem (2.4), Lemma (3.4) and (3.9) immediately. [J
The next result is roughly a special case of Corollary (2.9). It shows that if 7

and ¢(x,-) have a density with respect to a reference measure, we can avoid the
condition (3.10).

(3.12) Theorem. Let E be countable and Q = (g;;) be an irreducible regular Q-
matrix. The Markov chain (P;;(t)), determined by the @-matrix = (g;;) has an
invariant probability measure (7;). Then

gap(D) = mf{quz,] - P A =0, 1Al =1

. mf{zmw F g e atf) =0, 7l =1},

Proof. By Theorem (3.11), we need only to prove that #7, is a core D*. Define

. Qi _ 1

qij = _— qij = 5(
It is easy to check that (g;;) is a conservative ()-matrix with stationary measure
(m;), and so is (g;;). Moreover, (g;;) is a reversible (-matrix with respect to
the same probability measure (;), and so its Dirichlet form is regular (cf. Chen

(1989); Theorem (3.10)). That is, # a core of D.? However,

E(fv f) 72771%,] z

qij + dij), i, €E.

=1 Zﬂ'i(%‘j +Gij)(f5 — fi)?

=3 Zﬂ-qu z

= D® (f),

2Correction: the regularity of (g;;) implies the one of (g;;), but it is still open to imply the
regularity of (g;;). Thus, one has to use the last sentence as an assumption. For more careful
discussion, see the author’s paper “Equivalence of exponential ergodicity and L2-exponential
convergence for Markov chains” collected in this book.
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hence claim that # is also a core of D*. O

The above result is due to a simple observation?:
1 .
Re spec.(2) = spec. <2 (Q+ Q))

where ) is the adjoint operator of €.

(3.13) Example. Take

Then gap(D) = 3/2 and the eigenvalues of  are 0, —3/2 4 /3i/2.
(3.14) Example. Take F = {0,1,2,...},

o
goi =bi, 121, go=Y bi<ox,
gio = ¢, © =2 1, ¢;j =0 otherwise.

Then
T = i/ Ps i >0,

where

po=1, pi=bi/g, i=1; p=>) bi/g+1.

For every f € L?(m), n(f) =0, ||f|| = 1, we have

Zﬂ-lﬂ-] fz
Zm ol + (i — fo)’]

—2z:7rZ

1#0
<2 mgio(fi - f0)2/Ji,I>ﬂi qj
i#£0 -

1 -
=5 quij(fj — fi)?-2/ égfl Q-
1’7]

Thus,

1.
*mg%‘-

>
gap(D) > 5o

Now, we study two comparison theorems to close this section.

51

3Correction: the Re spec. or spec. here should be replaced by gap since Re spec # gapin

general.
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(3.15) Theorem. Let Q = (g;;) and Q= (Gij) be two @-matrices as in (3.12).
Denote by (m;) and (7;) their invariant probability measures respectively. Suppose
that

gij = baij, i J

for some constant b > 0 and

for a constant ¢ € (co, 1],

1/3 B 1/3
co = L [1 + (3\/6>92_{—11> — <3\/@11> } ~ 0.56984.

3 2
Then

gap(D) > * [¢* — (1 - ] gap(D),
Proof. Let f € #1, #(f) = 0, || fll = 1. Then
Zﬁj(l — /7515 2
;
< Zﬁj(l—ﬂj/ﬁj)QZﬁkﬁf
— Zw] — 7 /7;)?

< Sup(l —m;/7;)°
J

< (7t =12

Hence

5 TrZQlj fz P be 2771%3 fz
Z

= ngap(D) Hf - 7T( )||7r

= begap(D) [ f1I7 — 7(f)’]
b

> 2" = (1= o) gap(D). O

For Markov chains, a problem—exponential ergodicity has been well studied.
It is known that for every irreducible Markov chain (P;;(t)), there is an a@ > 0
such that

(3.16) |P;;(t) — mj| = O(exp(—at)) ast— oo,
where 7; = lim;_,o P;; (). Set
(3.17) & = sup{a : (3.16) holds for all ¢ and j}.

If @ > 0, the process is called exponentially ergodic.
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(3.18) Theorem. Let (P;;(t)) be an irreducible positive recurrence Markov chain
with stationary distribution (7;) and @-matrix @ = (g;;). Then

(3.19) gap(D) < é.

Proof. Fix ig, jo € E and take
fj == 5]’]’0, j 6 E.
Then
e 2N = m (D) = I1PES =7 (NI = igl Piogo (1) — 55 [*-

Since ig and jo are arbitrary, we obtain

gap(D) =0 <& O

For birth-death processes, we will prove in Section 5 that (3.19) is indeed an
equality.

4. Reversible Case, an Approximation Theorem.

In view of Theorem (3.12), in some cases, we can reduce the non-symmetric
case to a symmetric one. Hence the symmetric case is more important and often
easier to handle.

Throughout this section, we assume (3.3).

For a bounded ¢-pair, some nice results were obtained by Lawler and Sokal
(1988). The purpose of this section is to reduce the unbounded case to a bounded
one. To do this, take compact sets E,, T E (n > 0). Assume that

(4.1) m(E;) >0, n = 0.
Regard A,, = Ef as a single point and set

Epi1 = E,U{AY, G =o(E0 (B, U{ALY)),
Gni1(z, A) =q(x, AN E,) + I4(An)q(x, Ey), r€FB,, A€ &y,

1
Gus1 (A, A) = — 1 / r(do)g@, BS), A€ S,
ﬂ—(En) ANE, "
dnJrl(x) = dnJrl (%,En+1), MRS En+17 n > 0.

It is easy to see that ((jn+1(x), Gn+1(z, dy)) is a bounded conservative g-pair, and
hence is regular. Finally. let

Fnp1(A) = T(ANEy) + m(ES)4(An), A€ Eppy.

From the reversibility of (¢(x), ¢(x, dy) with respect to 7, we obtain

/W(daj)q(m,B) :/ m(dx)q(z, A), A, Beé.
A

B
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For all A,B e c;‘;m.l, we have

/ F () s (2, B) = / w(do)lg(z, B O E) + In(An)a(z, ES)]
A ANE,

+ IA(An)TF(Eﬁ)(an (Anv B)

:/ m(dz)q(x, BN E,) + IB(An)/ m(dz)q(z, E7)]
ANE, ANE,

+ 14(A,) /AmE m(dz)q(x, EY).

This is symmetric with respect to A and B. Therefore (Gn41(2), §nt1(z,dy)) is
reversible with respect to ,41.
Next, for f € 7, we have

[ malde. a5 - ) - /E n(da) [E gz, dy) (f(y) — F(2))?
2 /E r(dz) /E a(z, dy) (e — f(2))?

c
n

(if f = a constant c off E,,)

[ m01@) [ e dn) (1) - f@)°
En En
42 [ Fra@in (@ An)(e -~ f(@)°
En
— [ Fnlde) [ dealedn)() - Fa)
Ept1 B,
By Theorem (3.11), we have
gap(D) = inf {D*(f) : «(f) =0, ||f| =1, f = constant off E,, for some n >0}
= nan;O Linf {D*(f) : 7(f) =0, ||| =1, f = constant off E,}
= lim | inf {D*(f) : Fny1(f) = 0, Fnpa(f?) =1}

n—oo

= lim | gap(Dys1),

where lim,, .o | h, = h meas that h,, | h as n — co. Thus, we have proved the
following approximation result:

(4.2) Theorem. Let (¢(x),q(x,dy)) be a regular g-pair which is reversible with
respect to m. Take compacts E,, T E and assume that w(ES) > 0 for all n > 0.
Define (Gn+1(x), Gns1(x,dy)) on E, 41 as above. If JZ7, is a core of D*, then

gap(D) = lim | gap(Dy11).

In particular, we have
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(4.3) Corollary. Let £ = {0,1,2,...}, Q = {q;;} be an irreducible regular Q-
matrix which is reversible with respect to (m;). Take

—qo qo1 qon Zj>n qoj
q10 —q1 qin Ej>n q1j
(4.4) Qnt1 = : C : : :
qno dn1 T —(n Zj>n qnj
dn+1,0 dn—i—l,l te (jn—Q—l,n _(jn-i-l
where
n
Qn+1,j=7TjZij/Z7Tk:, J=01,...,n, dn+1:ZQn+1,j-
k>n k>n 7=0
Then

gap(D) = lim | gap(Dy+1).

5. Spectral Gap for Markov Chains.

Again, we need only to consider the reversible ease.

Let (P;;(t)) be an irreducible reversible Markov chain with stationary distri-
bution (m;) and regular Q-matrix @ = (¢;;). Suppose that ¢; ;41 > 0(i € E). For
the lower bound of the spectral gap, we have

(5.1) Theorem. If there exist constants b, ¢ > 0 such that

Zﬂj < CTiGiyit1, 1€ F,

j>i
Zﬂjqj,jﬂ < bmiGiita, 1€ F,
j>i
then
! 1
gap(D) >

(VBT T+ Vo2 2e(1+20)

(5.2) Theorem. If there exist constants b, ¢ > 0 such that

ZTFjéC’]Ti, 1€ F,

j=i
Tit1 < OTiqiit1, (ASIOR
then ) )
gap(D)

> .
2be(1+2¢) ~ dbe?

The first theorem was proved by Liggett (1989) under two more assumptions:
1, is a core of the generator §2 and ZZ m;q; < 0o. The second one was proved by
Sullivan (1984) under two more assumptions: inf;>q ¢; ;41 > 0 and sup, ¢; < oo.
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By Theorem (3.12), it is easy to check that Liggett’s proof still works for the
above theorems. We omit the details here.

The above results are incomparable. For example, consider the birth-death
process:

qii+1 = Q, Gii—1 =3, B>a>0.

If & > 1, then ( 5.1 ) is better than (5.2). If @ < 1, (5.2) can be better than (5.1).
Actually, Theorems (5.1) and ( 5.2 ) are based on comparing the original process
with the birth-death process :

- ij ifj=i+1 _ - _
o ’ .:E:..7 co—
4 { 0, other j # 1 e o & L

The main part of the proofs for (5.1) and (5.2) is to show that the lower bounds
hold for this birth-death process, and then to apply Theorem (3.5) to deduce our
assertions. This induces us to study more carefully the spectral gap for birth-

death processes.
Let @ = (¢i;) be a birth-death @Q-matrix : Set

Giit1 =b; >0, i>0,
Gii—1 = a; > 0, 12> 1,
4 = —qii = a; + b, i 2 0.
Set
bO bl—l -
po =1, p; = y 121, p:]-—’_zlu’l
ar- i =1
Then

i = i/ p, i>0.

The next result is an improvement over Theorem (3.18) in the existing circum-
stances.

(5.3) Theorem. For every positive recurrent birth-death process, the exponential
L?- convergence is equivalent to the exponential ergodicity. In other words,

gap(D) = é.

Proof. If & =0, then by (3.19), gap(D) = 0. Thus, we may and will assume that
& > 0. Set

H0($) 13
—xHQ(l') = —boH()(CC) + boHl(LI?),
—xHy,(x) = anHp—1(z) — (an + bp) Hp () + by Hyg (), n>=l, xeR.

Then H,(0) = 1, n > 0. Recall the Karlin and Mcgregor’s representation theorem:

(5.4) Py =n [ " e H, (), () (),
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where 9 is a (unique) non-decreasing function which is left continuous and
Y(x) =0 for x <0, P(x) =1 asax — oo.
Also, .
w [ ) @) = 5.
Write
fl@)=> mHi(x)f;, feX.

From (5.4), it follows that

(5.5) rPwnH=s [ T @A), fe

0

In particular,

(5.6) (1) =»p / T j@Pdve),  fe.

This gives us an isometric imbedding from L?(7) to L?([0,c], pdep). Thus, (5.5)
and (5.6) hold for f € L?(x). Moreover, by (5.5), we see that

D(f.f) = p / " e f(x)dy(a).

From the exponential ergodicity, by Van Doorn (1985), Theorem 2.1, Theorem
3.1 and Lemma 3.2, the first two points of the spectrum of 1) are

x1:0, G =29 > 1T

(x is called a point of the spectrum of ¢ if Ay (z) = ¥(z+) —(x—) > 0). Notice
that Ay(0) > 0, and so?

£(0) = ZHi(O)fi = 7(f).

4By the isometry of L?(w) and L2([0,c0), pd¥), for each f € L2?(x), if we set

£ fis ifi<n
i) o, ifi > n,

then || f("®) — f|| — 0, and so

F =3 miHif{" = fin 12(0,00), pdy).

In particular, one can choose a subsequence {ny} such that f ("k) converges to f almost every-
where respect to pdy. So we have

FO) = Jim 70 = Jim 3O = Jim 3 S = ()

This footnote was included in the author’s book (1992; 1’st ed. but not 2’nd ed.).
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On the other hand, from x2 = & and
Pyo(t) — mp = /000 e "ty (z),
where ¢/ = ¢ — Ay(0), it follows that
P(zz—) = P(0+).
Hence

gap(D) = nf{(D(f. f) : w(f) = 0, 7] = 1}
_ inf{p | wierav) s w(p =0, 151 = 1}

0

—int {p [ afapavt)  fo) =0, 11 =1}

0

0
= (23 —¢) (by (5.6))

=& —c¢,

> (ax = e)int {p [ faPava)  f0) =0, 11 =1}

for all small € > 0. Therefore gap(D) > &. O

Now, we can combine Theorem (5.3) with the previous results ( ¢f. Van Doom
(1981)) to give some examples.

(5.7) Examples.

(i) Let b = b for i > O, a; = ai for i = 0,1,...,s — 1, and = sa for
i=s8,8+1,---, where the parameters satisfy a/sb =: p < 1. Then there
exists a p < 1 such that

0 < gap(D) < b(1—1//p)° if p<p,
2 . _
gap(D) =b(1-1//p)" ifp=>p.
If s=1and b < a, then
2
gap(D) = (Va—Vb)".

(ii) Let b; =b/(i + 1) for i > 0 and a; = a for i > 1. Then

gap(D) = a — (V/b? + 4ab — b) /2.

(iii) Let b; = o+ Ay for ¢ > 0 and a; = Aot for i > 1, where @ > 0 and
)\2 > )\1 > 0. Then
gap(D) = A2 — A1
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Because of Theorem (5.3), we can also rely on some sufficient conditions for
the exponential ergodicity to estimate the lower bound of gap(D). Note that in
many cases, it is not possible to compute the spectral function . We would like
to know some practical methods to estimate gap(D). Our next result is such a
kind of approach without using ¢. The idea is based on Corollary (4.3). In the
present case, our approximation Q-matrix (4.4) becomes

—bg bo 0
ar  —(a1+b1) by O
Qnt1 = r ' '

G, —(an + by) by,

O 0 dnt1 —Gn+1

where Gp41 = Tpbn/Tnt1, Tne1 = Zj>n mj, n > 0. For each fixed n, define

so(x) = bo + x, r € R,
ar + b1 + = — ar1bo/so(x) if so(z) #0,
s1(x) =

1 if so(z) =0,

a; +b; +x —abi—1/si—1(x) if s;_1(x) #0, s;_2(x) #0,
si(x) =% a;+b;+x if s;_o(x) =0,

1 if s,_1(z) =0,

2<i1<n, zeR,

and

x+ irnbn <1 _ _bn ) if sp(z) #0, sp—1(z) #0,

Tn+1 Sn(x)
. _ b,
Snta () PR if s,,—1(x) =0,
Tn+1
1 if s,(x) =0, xe€R.

(5.8) Theorem. For the above Q, 41,
(5.9) gap(ﬁnﬂ) >a>0
if and only if there is precisely one term of
{so(—a), ..., sp(—a), sp+1(—a)}
which is less or equal to zero. Moreover, if the condition holds for all n, then

(5.10) gap(D) > a >0
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Proof. Denote by ©n+1 the symmetrized matrix of @n+13

Vb
by YO0 0

Nz
7\/7?10/1 —(a1 + bl) \/FObl O

V7o V7

Qn+1 —

—bo vV albo 0
vVaibg —(a1 + bl) vVashy O

Then @n+1 and ©n+1 have the same eigenvalues which are denoted by
0=MAn41,0 > Ang1,1 > - > Mt i-

These eigenvalues must be distinct since the matrices are tridiagonal. From the
matrix theory, it is known that

—gap(Dn+1) = Apy1,1 < —«

if and only if there is precisely one non-positive term among

{so(—a), ..., sp(—a), §p+1(—a)}.

This proves the first assertion. The second follows from the first one plus Corollary
(4.3). O

To show that Theorem (5.8) is feasible, let us consider

(5.11) Example. Take b; =b > 0,7 > 0; a; =ia > 0, ¢ > 1. For a special case
that b = 1 and a = 2. the bound obtained by Theorem (5.1) is 0.3348. But we
have seen in Example (5.7) that gap(D) = 2. Now, we use Theorem (5.8) to show
that

gap(D) > & =a > 0.

To do this, assume that
b/a#1,2,...
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for simplicity. The exceptional cases can be discussed in a similar way. Now,
b\ 1
m=1-]—, = explb/al.
= (1) p=ewbia
By induction, it is easy to prove that
80(_0“) =b— a,

and so

Since

for large n, we have
Sn+1(—a) >0 for large n.

Clearly, among

{so(—a),--,sn(=a),8nt1(—a)}
there is precisely one negative term. Hence from Theorem (5.8) we may deduce
our assertion.

As we have just seen above, for estimating the decay parameter &, the tridiag-
onal property of birth-death Q-matrices is very helpful. On the same idea, Van
Doom (1985) obtained the following bounds.

(5.12) Theorem. For a birth-death process with rates a; and b;, the decay parameter
satisfies

oz ig{{az +bi1 — \/ai—lbi—l — \/aibi },

1
Q> mf{al +aj+1 + b +b,_1 — \/(ai+1 +b; —a; — bi_l)z + 16a;b; },

21>
n+k 1/2 n+k —1
aibi 1
< inf 1-2 _—
“ ”}’?/0{ l;ﬂ[ <(ai+bi—1)(ai+1+bz’)> H{; az’+1+bi}

1
& < 3 H>1£{az +aip1 +bi b1 — /(aig1 +bi —a; —bi_1)? + daib; }
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Moreover, if

lim {a; + b; — Vaibi—1 — \/aii1b; } >0,

then gap(D) > 0.

Having worked so much on the birth-death processes, now let us return to the
general Markov chains. By comparing a given Markov chain with a birth-death
process as we explained before, we obtain

(5.13) Theorem. Let (P;;(t)) be a Markov chain given at the beginning of this
section. Then

gap(D) > glg{q”q + Gim1,i — Ai—1,i—20i—1,6 — /Ti,i—1Gi,i+1}>
1.
gap(D) > 5 ;2{ {Qi,i—l + Qiv1,i +Qi—1,i + Giit1
2 1/2
— [(@is1,i + Giitr — Gii—1 — Gi-1,6)° + 16 Giim1Giiv1] | }-

Moreover, if

Hm {qii—1 + Giit1 — V/@ii1Gi—1,i — \/Tit1,i%,i4+1) > 0,

then gap(D) > 0.

6. Non-Positive Recurrent Case.

For the non-positive recurrent case, a Markov process has no finite measure
as its invariant measure. Thus, the vector 1 does not belong to L?(7) and so
the largest eigenvalue of Q on L?(w) is meaningful. Indeed, it determines the
convergence rate. However, our previous results work well in this situation with
a slight modification. For example, as an analogue of Theorem (2.4), we have

on = inf - int{~log | P(t)f] : 7] = 1)
—inf{(—Qf, f) : f € D) and | ]| =1}
=inf {(=Qf,f): f € 2(Q) and | ] = 1}
—f{D(f,f): f € (D) and ||f|| = 1},

Also, we can often reduce the non-symmetric case to a symmetric one.
For jump processes, we allow our ¢-pair (¢(z), ¢(x,dy)) to be non-conservative:

d(z) = q(x) —q(z,E) 20, z€E.
Any jump process P(t,z,dy) with a ¢-pair (¢(z), ¢(x,dy)) and an excessive mea-

sure 7 (o-finite),
= wP(t), t=>0
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will gives us a strongly continuous and contractive semigroup {P(t)};>o on L?()
(cf. Chen (1987), (11)). Of course, (D*,2(D*)) given in Section 3 should be
replaced by

In the symmetric case,

(1) =5 [ mlde,dp)(F0) ~ F@)* + [ maldo)fa)
where 7,(dz, dy) = w(dz)q(z, dy) and 74(dz) = w(dz)d(x).

From now on, we consider the symmetric case only.

It is interesting that o9 = Ag(m) which was introduced by Stroock (1981).
Several equivalent descriptions of Ag(7) were discussed in Stroock (1981). For a
related problem, see Chen and Stroock (1983) in which a simple estimate (g9 <
inf;cp ¢;) was obtained.

Now, suppose that the jump process satisfying the backward Kolmogorov equa-
tions is unique. Then the symmetric jump process corresponds to a regular Dirich-
let form :

D(f, f) = D*(f)

(see Chen (1989), Theorem (3.10)). Actually, this process is just the minimal one.
Then

oo = f{D(f, f) : | f]| = 1}
— inf{D(f, f): f € # and | f]| = 1}.

In particular, take a compact K such that 7(K) > 0 and set f = I /(7 (K))"/?;

then
(K x K°) 4+ m4(K)

D(f, f) =

m(K)
Therefore,
K x K¢ K
e g Tl XK ()
7(K)>0 m(K)

gives us an upper bound.
We can easily given an approximation theorem for g as an analogue of Theo-
rem (4.2). Finally, for the birth-death process, we again have

0'0:(3[,

where & is the exponentially ergodic rate (i.e., P;;(t) = O(exp(—at)) for all ¢, 7).
Thus,
Exponential L2-convergence <= Exponential ergodicity.

Finally, Theorem (5.12)remains valid in the present case.
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ABSTRACT. By using a coupling technique, this paper presents some lower bounds
of the first eigenvalue A1 of an adjoint operator A+ Z on compact M. This method
is new and the proofs are straightforward. The method not only achieves the same
optimal bounds as those obtained by other techniques but also improves some
known estimates. Denote by g, d and D the Riemannian metric, dimension and
diameter of M respectively. Suppose that Ricy; > —Kg for some real number K.
Then, in the case of Z = 0, the lower bound of A1 provided by the paper can be
summarized as follows.

)\1>max{;—22,fd%dll(,%f§}7 K <0

>max{ﬂ-—2— i—g iexp[—DQK:|
D2 D2 3’ D2 8 |’
8 D D _
E(l—Fg\/K(d—l))exp|:—5\/K(d—1):|}, if K > 0.

Besides, a method to estimating the bound for general operators is also given. Two
examples, even on non-compact space, show that the estimates obtained by this
method can be sharp.

1. Introduction.

It is well known that the estimate of the first eigenvalue play a critical role
in analysis of manifold (refer to Schoen and Yau (1988), for example). On the
other hand, it is also known that the first eigenvalue of A + Z is just the L2-
exponential convergence rate of the corresponding Markov semigroup (cf. Chen
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(1991) or Chen (1992, Chapter 9)). Such convergence is very important in the
study of interacting particle systems since it is now used as a tool to describe phase
transitions. Refer to Chen (1992), Sections 9.4 and 11.4 for more references.

Throughout this paper, let (M,g) be a d-dimensional compact Riemannian
manifold with distance p = pas given by the metric g and assume that Ricys >
—Kg for some K € R. Denote by A the Laplace-Beltrami operator on M and let
Z be a C'-vector field. For the adjoint property, Z should have the form Z = v/ f
for some f € C%. But in what follows, we prefer to use Z only. The main purpose
of this paper is using the coupling technique to study the lower bounds of the first
eigenvalue \; of operator A+ Z on compact M. Here the “first eigenvalue” means
the smallest positive eigenvalue A of —(A + Z). At the end of this section, we
introduce a general method for estimating the bound of A\;. The method works
for those operators which can be considered as a generator of a Markov process.
Moreover, Theorem 1.8 and two examples below with non-compact state space
(an one-dimensional diffusion process and a Markov chain) show that the method
does produce optimal bound. In order to compare our results with the known
ones, for the reader’s convenience, we first recall some previous works.

The first three results (Theorem 1.1 — Theorem 1.3) deal with the Laplacian
operator (i.e., Z = 0) only.

Theorem 1.1 (Lichnerowicz (1958)). If K <0, Then

d
> ——K. .
N> - K (1.1)

This estimate is quite good for large Ricci curvature. It is indeed sharp when
M = S (d > 1) but it is quite poor when —K is small. During 1975 — 1983, Li
and Yau made some nice progress on estimating the lower bounds. In particular,
they obtained in the case that K = 0 the bound: 72/ (2D2), where D = sup p(z,y)
is the diameter of M. The best bound was then obtained by Zhong and Yang and
further generalized by Cai as follows:

Theorem 1.2 (Zhong and Yang (1984), Cai (1991)).

2

A1+ max{0, K} > Do

(1.2)

The equality in (1.2) holds when M = S'. In the case that K > 0, Li and Yau
(1980) obtained the following estimate:

A > {DQ(d ~1)exp [1 + 1+ 4DK(d - 1)]}_1.

Recently, this result has been improved as follows:

Theorem 1.3 (Yang (1989) and Jia (1991)). Let K > 0. Then

7T2

1
> — ex — D/ K(d— if d>
A1 = 2ep[ 5 ( 1)}, if d>5

7.‘,2

1
R — — 1 < < 4. X
>2D2exp[ S DVE((d 1)v2)], if 2<d<4 (1.3)
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To state our estimates, we need some notations. Given a continuous function
~v(&) : (0,00) — R, which will be determined case by case, define

C(r):exp[i/ory(ﬁ)df] and  F(r /c lds/ Clu)du, > 0.
(1.4)

Next, set
K(Z)=sup { — Ricy(X, X)(2)+(VxZ, X)(x): € M, X€ 2 (M), | X(2)|=1},
where 27 (M) is the set of all C*°-vector fields.

Theorem 1.4. In general, we have

4
PV 1.5
17 F(D) (15)
where F' is given by (1.4) with v(§) = K(Z)&. More precisely,
8a [ [* dr _ D’K(2)
> ar(2—r) _ “r — 2\
M > e </0 g al r ) 8

Theorem 1.5. Let a: (0,00) — [0,00) be a continuous function such that

a(r) > Sup (Zp(y) (@) + Zp(x,-)(y)), >0,

where sup () = 0.
(1) If K <0, then (1.5) holds with the choice:

(&) = —2v/=K(d - 1) tan (/= K/(d — 1) £/2) + a(€)

That is,
D2 {/ au /1 u {COSCOSES Jr)U))} - exp [Z) /:+u a(Df)d{] }_1,
o = D ﬂ
2Vd-1

(2) If K >0, then (1.5) holds with the choice:

§) =2y K(d—1) tanh (&/K/(d—1)/2) +a(§), K >0, {>0.

That is,

D2{/ duf B [Cosfoshi;u))]l_dexp I Sﬂa(Df)dﬁ}}_l.

In contrast the study in geometry where one looks for a uniform bound for a
class of manifolds, the explicit dependence of the bound of A; on the Ricci curva-
ture is critical in the study of phase transition of infinite dimensional diffusions,
especially in estimating the constant of Logarithmic Sobolev inequality. Refer to
Deuschel and Stroock (1989) for details and references. Because of this reason,
the above bounds are stated in their complete form. Since these estimates are
still involved, we would like to present some simple approximations. The next
two results are consequence of Theorem 1.4 and Theorem 1.5 respectively.
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Corollary 1.6.
(1) If K(Z) <0, then

K(Z
8 By prg(zy > m
AL S D 3
i K(Z
s (2) if D2K(Z) < —24.

D2 7+2logD+log(—K(Z))’

8  K(Z) 8 D?
(2) If K(Z) >0, then A\ >maX{D2—3, D2 XP [—SK(Z)]}.

Corollary 1.7. Let |Z| < m < 0.
(1) If K <0, then

8 K 1

ALz 8 K 1
o — =D if D?2K < —24.
<D2 <—K>> eXp{ 2 m} ! =

7+ 2log D + log

(2) If K >0, then

4 1 1—u 1 D s+u -1
)\12132{/0 du/o ds exp [2Dmu+4/s (2 K(d—l))/\(DKf)dﬁ]} .

In particular, we have

8 K 1 8 D
A1 >max{<—> exp [—2Dm}, DZexp[—8(4m+DK)}7

D2 3
el 2]} oo

Here and in what follows, when K = 0 and m = 0, the right-hand side is
understood as the limit as K — 0 and m — 0.

Another main result of the paper is as follows.
Theorem 1.8. Set
H=sup{(VxZ, X)(z): XeM, X e Z(M),|X()|=1}Vvo.

d d

(2) If K(Z) <0, then \; >

(3) If K(Z) >0, then \; >
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It follows from part (2) of Corollary 1.7 that

232 8 5 p
M D2 el 2 B) D?(l i 3) P [_ 2]‘

From this and part (3) of Theorem 1.8, it is easy to check that the first estimate
of (1.3) actually holds for all d > 2. Combining these facts with Corollaries 1.6,
1.7 and Theorem 1.8, we obtain the lower bounds given in the abstract of the
paper.

It will be seen in the next section that the technique used to prove Theorem 1.8
is different to those used for Theorem 1.4 and Theorem 1.5. For the remainder of
this section, we show that our method actually works for much general operators,
even on non-compact space. To state our result, we still need some notation.
Let P; and P, be probability measures on (E,&). A probability measure P on
(Ex E,& x &) is called a coupling of P; and Py if

P(Bx E)=P/(B) and P(E x B)= Py(B) forall B€é&.

Next, define
W(Pl,PQ) :ll’lf/ ,0(.1'1,(E2)P(dl‘1,d$2),
P JExE
where p is a metric in F, the infimum varies over all coupling P of P; and P,. W
is called the minimum L!'-metric (or Kantorovich-metric or Wasserstein-metric
and so on) of P; and Ps.
The next general result contains one of the key ideas of the paper.

Theorem 1.9. Let (E,p,&) be a separable complete metric space with metric p.
Consider a reversible Markov process (z:) (or (y¢)) with reversible measure 7w and
having weak generator A. Given an eigenfunction u corresponding A\;. Suppose that

(1) u is contained in the weak domain of A in the sense that

t
Efu(xy) —u(x) = / E* Au(zs)ds.
0
(2) w is Lipschitz continuous with respect to an equivalent metric p of p.
(3) W(P(x¢), P(y:)) < p(z,y) exp[—ot] for some o > 0 and for all ¢ > 0, x and
y € E, where P(x;) (resp., P(y:)) is the distribution of (x¢) (resp., (v:)) at
time t, starting from x (resp., y).

Then, we have \; > 0.

At the first look, one may think that Theorem 1.9 is useless since the hypotheses
are made on the eigenfunction which is usually unknown. However, in the compact
case, conditions (1) and (2) are often satisfied. Actually, as we will see in the next
section, Theorem 1.8 is an easy consequence of Theorem 1.9. In the non-compact
case, condition (1) can be often deduced from the above equation for localized
u plus |E*u(x¢)| < oo, which is then fulfilled if 7 has a positive density since
u € L?(m) and so

/ () E” [u(z)| < ( / ﬂ(dx)E”u(wt)2)1/2 _ ( / 7r(d33)u(x)2>1/2 < 0.
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Thus, in the non-compact case, the main restriction is condition (2). Of course,
if Syu is bounded, then (2) holds. Otherwise, the real value of Theorem 1.9 is
still in the compact case. Nevertheless, at least for Markov chains, we can reduce
the non-compact case to the compact one by using a localization procedure, as
illustrated by Example 1.11 below. In any case, condition (3) is essential. Under
some reasonable assumption, this condition implies the exponential ergodicity of
the process in the following sense:

W (P(z¢),n) < Ce™ 7%,

where C'is a constant depending on x, m and p. This leads to the starting point of
our study: comparing the rate o here with the exponentially L?-convergent rate
A1. Note that however the W-metric is not topologically intrinsic, which depends
on the metric p in the base space and hence ¢ also depends on p. On the other
hand, as a L?(r)-eigenvalue, A\; depends on 7 rather than p, so it is not obvious
why o and A\; are comparable. Generally speaking, there is no hope to compute
the metric W exactly. But what we need is only the upper estimate, and this is
just the place where the coupling technique is employed.
To illustrate the power of our method, we consider a typical example.

Example 1.10. For one-dimensional Ornstein-Uhlenbeck process,

1/ d? d
A_Q(da:?_Qxdx>7

we have \; > 1.

Proof. 1t is known that corresponding the eigenvalues A\, = n, the eigenfunctions

are
n
L2 d

(~1re” (™),

Clearly, conditions (1) and (2) of Theorem 1.9 are fulfilled with respect to p = p =
the ordinary metric. As for condition (3), we use the coupling by reflection. The

coefficients of the generator A of the coupling diffusion process are the following
( cf. Chen and Li (1989)):

1 -1 —x
CL(I,y)— (_1 1 >7 b(l‘,y)— (_y)
Take p(z,y) = |z — y|. Then, we have Ap(z,y) < —p(z,y) and so

Exyyp($t7 yt) < ,0($7 y)eit'

Hence the assertion follows from Theorem 1.9. The same conclusion holds for
higher dimensional case. [

The next example illustrates a localization procedure.
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Example 1.11. Consider a reversible birth-death process with birth rate b; =
Bo + B1i and death rate a; = 614, 41 > B1. Then, we have A\ > 01 — 1.

Proof. The condition “d; > (1” comes from the fact that only in this situation,
the above linear growth birth-death process is positive recurrent ( c¢f. Chen (1992,
Example 4.55). The reversible measure is m; = p;/p:

Bo(Bo+ B1) -+ (Bo+ (i — 1) 51 _Z“

lu’o 9 /"L 6’{7/'

Consider the march coupling (cf. Chen (1992, Chapter 5)):

(xeyyr) = (4,7) = (i + 1,5+ 1) at rate b(a) A b(yz)
(i,j) > (i —1,7 — 1) at rate a(xs) A a(y)
(i,7) = (i+1,7) at rate (b(x¢) — b(y:)™
(i,7) = (4,5 + 1) at rate (b(y;) — b(xy)) ™"
(i,7) — (i —1,7) at rate (a(z¢) — aly))™
(4,5) = (i,5 — 1) at rate (a(y:) — a(z)) ™,

where a™ = max{a,0} and a Ab = min{a, b}. Take p(i,j) = |i —j|. Again, denote
by A the generator of the coupling process. Then, a simple computation shows
that Ap(i,j) < —(01 — B1)p(i,j) and hence

B pla,yr) < plis e 7",
From this and Theorem 1.9, one may guess that \; > §; — §1, which is again
exact. To complete the proof, one may study the eigenfunction and then apply
Theorem 1.9 directly. But we prefer to avoid to do so. Let N > 1. Consider a

modified process with finite state space {0,1,---,N}. The rates b; and a; (i <
N — 1) are the same as the original one but replacing ay with

an = 1TN_1bn— 1/ E ;.

J>N—-1

From Chen(1991 or 1992), it is known that A1 (N) | A\; as N — oo, where A1 (V)
is the first positive eigenvalue of the finite Markov chain. Hence, it suffices to
prove that A (V) > §; — 1. By Theorem 1.9, the assertion follows once we show
that

Anpli,g) < (81 — B1)p(i, 5)

for suitable coupling Ay. To do so, when 0 <1< j< Nor0<j<i<N, we
adopt the march coupling as above. If 0 < i < j = N, we use the coupling by
inner reflection:

(x¢,yt) = (i, N) = (i+ 1, N — 1) at rate b(x¢) Aan
(t,N) = (i +1,N) at rate (b(zy) —an)™
(i, N) = (i, N — 1) at rate (ay — b(xy)) "
(t,,N) = (i—1,N) at rate a(xy).
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By symmetry, we can write down the coupling rates in the case that 0 < j <7 =
N. Now, if 0<i<j<N—-1lor0<j<i<N—1, we have

mentioned above. As for the case that 0 < i < j = N, the required estimate is

((Bo + B1i) Aan) (=2) + 610 — ((Bo + Bri) —an) " — (aw — (Bo + i) "
< — (61— B1)(N —14)

for all 0 < ¢ < N. Equivalently,
(61 = B1)N < Bo + an-.

Rewrite ay as follows:

in = by -1
Zj>N71 1/ N1
B Né,
1+i1</30+N51>.“<(/30+(N+j—1)51)>
.ﬁlﬁ‘ N+1 N+j
_Nh
8

Choose m > 1 such that (m — 1)8; < By < mf; and choose N large enough so
that $1(1+¢€) < 61, where e = (m —1)/(N + 1). Then

= () 0+ 51) - (+553)
S<1 Py (e ) (e
+;<61 N+1 TNE

< 1+§:1 (Bray

S —Bi(l+e)

Thus,

&N > (51 —51(14-8))]\7 = ((51 —Bl)N— ]\fjj—l(m_l)ﬂl > (51 _/Bl)N_/BO- O

It should be clear that the localization procedure illustrated above is meaningful
for general Markov chains. But in the case of the rates being non-linear, we should
use a finer coupling ( for instance, the coupling by inner reflection ) instead of the
march coupling. We may also have to adopt a finer metric instead of the ordinary
one. Refer to Chen (1992, Chapter 5). Since this topic goes beyond the main
scope of the paper, we should stop here.
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2. Proofs.

Let R be the Riemannian curvature tensor and let C = {(z,y) : x is the cut
locus of y}. In what follows, the main coupling for diffusions will be used, called
coupling by reflection, is due to Lindvall and Rogers (1986) by using stochastic
differential equations and studied by Chen and Li (1989) by using martingale
approach in the context of Euclidian space. The coupling was generalized to
manifolds by Kendall (1986 a,b) and Cranston (1991). For the present purpose,
the coupling process {(z+, y¢) }+>0 was explained carefully in Cranston (1991). The
reader is urged to refer the Cranston’s paper if necessary.

Before the coupling time 7" := inf{t > 0 : x; = y;}, we have

Yt

d
dp(s,ye) = 2v/2 db; + [ / > (Ivu WP = (ROW.U)U. Wi>)]dt
+ [(Z(y),U) — (Z(21),U)]dt — dLy, (2.1)

where W*, i = 2,--- . d are Jacobi fields along the unique shortest geodesic
between z; and y;, U is the unit tangent vector to =, b; is a Brownian motion in
R and L, is an increasing process with support contained in {t > 0 : (x4, ;) € C}.
When (x4, y:) € C, the coefficient of dt is taken to be 0. Equation (2.1) was labeled
by (1.7) in Cranston (1991) but in the later case a coefficient 1/2 in front of the
integration is needed since for which the generator is %A + Z.

The following result is an analog of Chen and Li (1989), Theorem 5.1.
Lemma 2.1. Take .
C(r) = exp [SK(Z)rQ]

and define the corresponding F' by (1.4). We have

E“YT < F(D)/4.

Proof. a) Let vs: [0, p(x¢,y:)] — M be the shortest geodesic between z; and y;.
Denote by U its tangent vector. Then

p(T1,yt) p(xe,yt)
@), ) = 2ep.v) = [ A0 s [T gz 0 0s

On the other hand, it was proved in Kendall (1986 b), p. 118 that

yr 4 . . . p(ze,ye)
[ (oo wp = wovt o, wh) <= 77 Riea (@, 0) o),
t<T. (2.2)

Combining these facts with (2.1), we see that

dp(ze,y:) < 2V2dby + K (Z)p(ay,ye)dt, t<T. (2.3)
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b) Note that F' € C*°(R). By It6 formula and using a), we get
dF (p(ze,y1)) < 2V2 F'(p(xy,y0))dby, — 4dt, t <T.
Hence
tAT
EPYE(p(zent, yenr)) < Flp(2,y)) — E’”’y/ dds < F(D) —4EY(t A T).
0

Letting t — oo, we obtain E*¥T < F(D)/4. O

Proof of Theorem 1.4. Let u be an eigenfunction corresponding to A;. Then, by
the martingale formulation, we have

tAT
u(y) = w(@)] < E“Y|u(zinr) — w(yinr)| + ME® /O u(zs) —u(ys)lds. (2.4)

Since T' < oo, a.s. by Lemma 2.1, letting ¢ 1 0o in (2.4), it follows that

|u(y) — u(z)] < /\1E””’y/0 u(xs) — u(ys)|ds. (2.5)

Choose ¢ and yo so that u(yg) — u(xg) = sup |u(x) — u(y)| > 0. Without loss of
generality, assume that u(yg) — u(zp) = 1. Then by (2.5) we have

T
1< /\1Ez°’y°/ [u(zs) — ulys)|ds < M EPYT.
0

Therefore )
)\1 > (Ezo’yOT)_ .

Now, the first assertion of Theorem 1.4 follows from Lemma 2.1.
To prove the second assertion, note that

F(D) = D2/ ds C(Ds)~ /CDud

_D2/ ds/ exp[ / (§)d§}du

1—s D(u+s)
_D2/ ds/ exp[ ’ 'y(f)df}du

:DQ/O du/ol " exp [4 /u Sy(D{)dg}ds

Now, since v(§) = K(Z)&, we have

D

u+s 2
D[ e = autu+29), 0= ZED

4 8 ’
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and so

1 1—u 2 1
D 27 d
F(D) = D2/ du/ pou(ut2s) o _ 2/ [eau(Q—u) _ eou }ﬁ 0
0 0 @ Jo U

Proof of Corollary 1.6. First, when K(Z) > 0, the estimate A\; > Sz~ follows
from Theorem 1.4 and the fact that au(u +2s) < afor 0 < s <1—u < 1 and
hence

1 1-u 1 1—u D2
F(D) = D2/ du/ eo‘u(“+23)ds < DQ/ d’LL/ e%ds = Z—e>.
0 0 0 0 2

Next, since 1 — /3 < 2 exp[—a] whenever « > 3, it suffices to show that

Gla) = /01 <1 - C'(a)) [eratz=n) o] 92 g

« T

for all @ < 3, where

1
3 if > -3
C'(a) = 1
—— if a< -3
9 + log(—a) na
a) Let @« < —3. Set § = —a and y = px. Then, the required assertion is

reduced to

B 1 1 2 dy
4 o—V>/B [1 _ e—zy(lfy/m] Wy
/0 (B 9+ logﬂ) y

for all 8> 3. Since e > 1 + x + 22/2 + 23/6, we have

/ﬂe—yQ/ﬂ [1- 6—2y+2y2/ﬂ] dy
0

(0
1 B
</ [1_621;(11/,3)]@4_(1—65/2)/ @
0 Yy 1Y
D[ [o(5) e (5) Jae oo
<2(1-- l—y(1-<)+2?(1-=) |dy+ [1—e??]logp
(-3) ) 3) 45 (1=5) | bme)
13 11
<= - — 4+ (11— > 3.
o 9ﬁ+( e P2)logp, B
But 1 1 13 11
S ) (222 p (11— e B/2)) <1 > 3.
<ﬁ+9+logﬂ><9 95+( e )0g5> , B

the required conclusion follows immediately. When Z = 0, the estimate for this
region of 8 has already covered by Lichnerowicz’s estimate.
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b) We now assume that |a| < 3. Because G(0) = 1, we need only to show that
G(«) achieves 1 its maximum at o = 0. Since the continuity of G(«), it suffices

to prove that G'(a) > 0 for a € (—3,0) and G'(a) < 0 for a € (0,3). For this,
compute G'(«a):

1 1 27d 1 1 ! 2
G/(a)zag/o [eaz(Q—z) _ eom }% + <a o 3>/0 |:(2 - m)eaz(2—z)7xeaz dx
I 2 dzx 11\ /! >
_ a(l—z )|: 2az(z—1) 1] - = / a(l—z )d )

a? Jo c ‘ —a (a 3> 0 ‘ v

Next, note that

dzx

1—=x

1
/ er(1=%) [2az(z — 1)]
0
1 1
2 d 2
/ edi— )[2a$($ - 1)]275E =1—-e*+ a/ =2y,
0 2(1 - x) 0

1 1
2 d 1 2
/0 er1— )[Zaar(x - 1)]36(17% =3 [4 —4e® — 2ae®] + 2a/0 ==y,

=1-—e“,

Combining these facts with e > 1+ x + 22/2 + 23/6, we obtain
! 2
3a%e G (o) = 10e™* —2(5 + a) + (12 — a)a/ =% g
0

The right-hand side is positive for all o € (—3,0) iff

10 ﬁ_ 2 1 ,8322
76(124_5)(6 1)+12+,8>/0 e’? dx

for all 8 € (0,3). But

1 1 1 2,.2 2
2 2 1—
/ S dx_/ eﬁxdxg_/ oB2 <5x(1_$)+/3w<2w>)d$
0 0 0

1 7—28 (1
=1-— - — 5/ B dg.
8 Jo

15902d<71 7 (2 1) (ef -1
/06 x\15—2ﬁ[+<5_ >(e_)]‘

From these remarks, it should be easy to check that G'(«) > 0 for all « € (—3,0).
As for the case that a € (0,3), using e* < 1+ z + 22/2 (z < 0), the proof is
similar and even simpler. [

oo |

Hence

To prove Theorem 1.5, we need a lemma.
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Lemma 2.2. Let K < 0. Then

r=[ Z (170w PRV 000, W) < -2y K Dtan 5 2 ole)

for (z,y) ¢ C.

Proof. Let v : [0,p(x,y)] — M be the unique shortest geodesic from x to y

and {e’(s)}¢_, be an orthornormal frame field which is parallel along v: e! =

U, €(0) = Wi(z), e(p(z,y)) = Wi(y), i > 2. Take

f(s):tan( d__K1~g>sin< d__K18>+COS< d__K18>7 s < p(z,y).

Since (z,y) ¢ C, p(x,y) < 7//—K/(d—1) (see [3], p.27-28). Thus, f is well
defined on (0, p(z,y)]. Next, let Vi(s) = f(s)e (s). By the first index lemma, we

have

</ y}j} (170 Vi~ (RO, D), V)

<

)? = f(s)*Ricy (U, U)]

<

[(d=1)f(s)* + K [f(s)*]ds

/p(x 2Y)
0

p(z,y)
—(d-1) / [7(5)% + f"(5)(s)]ds
= (d— D[ o(x.m) — (F1)(0)]

— 9\ /~K(d—1) tan <;\/zp(x,y)>. 0

Proof of Theorem 1.5. a) Let K < 0. Combining Lemma 2.2 with (2.1), we obtain

dp(we, ye) < 2V2dby = 23/=K(d = 1) tan [/=K/(d = 1) plat, ) /2] dt
+a(p(ze, ye))dt, t<T.

Then for the choice of F' given in part (1) of Theorem 1.5, we have

dF(p(wt,yt)) < QﬂF’(p(xt,yt))dbt —4dt, t<T.

Hence E*YT < F(D)/4, as we did in the proof of Lemma 2.1. Finally, the re-
mainder of the proof is the same as those given in the proof of Theorem 1.4.
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b) Let K > 0. It follows from Cranston (1991) that

/xz (170 W2 — ROV, 0Y0, W) i

t =2
cosh [,o(xhyt) K/(d— 1)] -1
sinh [p(%, ye) v/ K/ (d — 1)]

=2v/K(d—1) tanh [p(z,y:)VK/(d—1) /2], t<T.

Combining this with (2.1), we obtain

dp(zs, ye) < 2V2dby + 24/ K (d — 1) tanh [p(we, ye)/K/(d — 1) /2] dt

+a(p($t7yt))dt7 t<T.

<2V/K(d—1)

Then, the remainder of the proof is the same as those given in the last para-
graph. [

Proof of Corollary 1.7. If |Z] < m < oo, then
Next, note that tanhr < r and

e?® — 1
tanhr<m<l, T€[07@]

Replacing v(€) used in part (2) of Theorem 1.5 with
(&) = 2VE(d—1)) A (KE) + 2m,

we obtain the first assertion in part (2) of Corollary 1.7. The last assertion of
Corollary 1.7 follows from the facts:

1 1—u 1 D s+u
D2/ du/ ds exp [2Dmu—i— 4/ 2 /K(d— 1)d§]
0 0 S

il 25} s-omann

1—u 1 D s+u
D2/ du/ dsexp [Dmu+ / Ddeg}
0 0 2 4 s
1 1 1—u D2K
< D?exp [QDm]/ du/ dsexp[ 5 u(u+23)],
0 0

and the proof of Corollary 1.6 replacing o = D?K(Z)/8 with a = D?K/8. We
have thus completed the proof of part (2) of Corollary 1.7. The proof of part (1)
is similar and even simpler. [J
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In view of the above proofs, we see that Theorem 1.4 and Theorem 1.5 are

usually not available for non-compact space since the diameter of the manifold is
involved in the estimates.

Proof of Theorem 1.9. By condition (1),
t t
E%u(zy) = u(x) + Em/ Au(zg)ds = u(x) + AlEm/ u(zs)ds.
0 0
The same equality holds for the (y;)-process. Hence

lu(z) — u(y)| < }E”u(:pt) — Eyu(yt)| + M\ /0 ‘]E‘”u(xs) — Eyu(ys)|d8. (2.6)

Since the state space (F, p) and hence (FE, p) is separable and complete, by Chen
(1992, Lemma 5.2), for each s > 0, x and y, one can choose a coupling probability
measure P*%Y of P(xs) and P(ys) such that

W(P(2s), P(ys)) = / Py )P (d dy).

Denote by E®%Y the expectation with respect to P**¥. Then, by using the
monotone class theorem and |E*u(z;)| < oo, we have

Eu(xzs) = E>%Yu. (2.7)

Without loss of generality, by condition (2), assume that the Lipschitz constant
of u with respect to p equals 1. Then, from condition (3) and (2.7), it follows that

Exu(ﬂjs) - Eyu(ys)

< / Aoy ) P52 (A dy) =W (P(x4), P(ys)) < (z,y)e 7",

Combining this with (2.6), we get

() — ()] < Az, )e" + Mp(z,y) / e~ ds. (2.8)

Finally, choose {z(™), (™} such that

[ufa™) — u(y™)|
Py

Now, the assertion follows from (2.8) by letting n — oo and then t — co. O

— 1, as n — oo.

Proof of Theorem 1.8. a) Let K < 0. Set p = sin (%,/;—_Klp). Clearly, p is an
equivalent metric of p. Since

dp(we, y) <2V2 dby —2y/~K (d—1) tan [\/~K/(d—1) p(x¢,y:)/2]dt+Hp(we, 1) dt,
t<T. (2.9)
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By It6 formula, there exists a martingale M; such that

1 -K 1 —-K
dp(xt, yt) <th+Kﬁ($t7yt)dt+*\/ ——— Hp(xt,yz) cos S\ 1 p(xe,ye) ) dt
2Vd-1 2Vd-1
K

— ﬁﬁ(l‘ta Yy )dt

d
< dM; + (d—l K+ H) p(e,ye)dt.

Here in the last step, we have used the inequality x cosx < sinx and H > 0.
From this we obtain

d
E*Yp(we, ye) < pla, y) exp [(d—l K+ H)t]

and so the part (1) of Theorem 1.8 follows from Theorem 1.9.
b) The proofs of part (2) and part (3) of Theorem 1.8 are similar. The only
point is replacing (2.9) with (2.3) and choosing p = sin (5%5p). O

Add in Proof. After this paper was finished, the same problem for the same
operator on the manifold with Dirichlet or Neumann boundary condition and for
Schrodinger operator has been studied by the second author. The picture of the
bounds of the first eigenvalue is now largely extended.
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ABSTRACT. This paper is devoted to studying a new topic: optimal Markovian
couplings, mainly for time-continuous Markov processes. The study emphasizes the
analysis of the coupling operators rather than the processes. Some constructions of
optimal Markovian couplings for Markov chains and diffusions are presented, which
are often unexpected. Then, the results are applied to study the L2-convergence
for Markov chains and for a diffusion on compact manifold. The estimate of the
convergent rate provided by this method can be sharp.

1. INTRODUCTION. MARKOVIAN COUPLINGS
Let us recall the simple definition of couplings.

Definition 1.1. Let P; be a probability measure on a measurable space (Fy, &%),
k =1,2. A probability measure P on (E; X Esy, & x &) is called a coupling of P;
and P if it has the following marginality:

P(Bl X EQ) = Pl(Bl), P(El X BQ) = PQ(BQ), Bk € éak, k= 17 2.

Similarly, we can define a coupling process of two stochastic processes in terms
of their distributions at each time ¢.

In the past two decades or more, the coupling methods have attracted a lot
of attentions by many authors. Now the methods have a very wide range of ap-
plications. Refer to Liggett (1985), Chen (1992) and Lindvall (1992) for more
details and references. The optimalization of couplings was started by Griffeath
(1975), where the maximal coupling for time-discrete Markov chains was intro-
duced. However, the maximal couplings are usually non-Markovian. Certainly,
the non-Markovian couplings (and even the couplings for non-Markov processes)
now consist of an important part of the theory, but they are difficult to handle
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when we come to the time-continuous situation. This paper adopts a different
point of view. Roughly speaking, in contrast to the maximal coupling which
concentrates on discrete metric (or total variation), we insist on the Markovian
couplings and study the optimal problem for various metrics. This enables us to
analyze mainly the operators (i.e., the formal generators) rather than the coupling
processes. It turns out that the p-optimal Markovian coupling (abbrev. p-OMC)
can still attain the global optimum (i.e., without restricting to Markovian) for
some refined metric p.

The paper is organized as follows. Based on the relation between couplings
and probability metrics, the optimality notion is introduced in Section 2. Then,
some OMCs are constructed in Sections 3 — 5 respectively for time-continuous,
time-discrete Markov chains and diffusions in R¢. The resulting couplings are
often unexpected. Finally, the OMCs are applied to study the estimates of the
L2-convergent rate, which is a recent topic of the application of coupling method,
proposed by Chen and Wang (1992). We study the problem for Markov chains
and as an addition to the last quoted paper, a new lower bound of the spectral
gap of Laplacian on compact manifold is also presented (Section 6). Refer to
the survey article [Chen (1993)] for the backgrounds of the study and for more
information on the applications. In the remainder of this section, we review some
necessary notations and results about jump processes and their couplings .

A jump process means a sub-Markovian transition function P(t,z, A) (z €
E, A € &) which satisfies the jump condition: lim; o P(¢,z,{z}) = 1 for all
x € E. Throughout this paper, we are interested only in the totally stable and
conservative case. That is, the limits

g(@) = tim PO Ay g PG AN D
t—0 t t—0 t
reFE, Acé& (1.1)

satisfy q(x, F') = q(z) < oo, for all z € E. Then, the transition rate (¢(z), q(z, dy))
is called a g-pair, which is called regular if it determines uniquely a jump process
satisfying (1.1). When E is countable, traditionally we use the matrices Q = (g;; :
i,j € E)and P(t) = (pi;(t) : 1,5 € E) instead of the g-pair and the jump process
respectively. Here ¢;; = —¢;, i € E. We also call P(t) a Markov chain.

Next, given two jump processes Py (t) with g-pairs (gx(x), ¢k (k, dyx))
2. Let f)(t;.’ﬂl,iﬁg;dyl,dyg) be a coupling jump process of P (t) and Py(¢
is, by Definition 1.1,

bl k“ = 17
). That

P(t; 1, 22; Ay X Eg) = Pi(t, 21, Ay),
f’(t;xl,.%'g;El X Ag) = Pg(t, I’Q,Ag), (12)
t>0, zp € B, A €6, k=1, 2.

The corresponding g-pair is denoted by (G(z1, z2), (=1, z2; dy1,dy2)). Let ,& be
the set of all bounded &-measurable functions. Define

0 f (1) = / G dy)[f ) — @), fevb.
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Similarly, we have 25 and Q. Because of the one-to-one correspondence between
a g-pair and its operator €2, we will use both according to our convenience. Now,
it is not difficult to prove (cf. [1] or [5; Chapter 5]) that the marginality (1.2)
implies the following:

Qf(x1,22) = N f(21), [ €&l (1.3)
Of (21, 00) = Qf(2s),  fE€vba, 2k € B, k=1, 2, ’

where on the left-hand side, f € 8, (k = 1, 2) is regarded as a function in
b(éﬁl X (9@2)
Definition 1.2. Any operator Q satisfying (1.3) is called a coupling operator.

In practice, it is quite easy to find out some coupling operators. To see this
and also for the later use, we recall some coupling operators for Markov chains. In
addition to the well-known classical or Doeblin’s coupling ﬁc and the basic
or Wasserstein’s coupling ﬁb, we mention two more examples as follows:

Example 1.3 (March coupling/?! ﬁm) Take £ ={0,1,2,---} and let

o . . 1 2
(i1, i2) = (i1 + k, i + k)  at rate qgh)iﬁk A q§27)i2+k

. . 1 2 +
— (i1 + k, i2) at rate (ql(h)iﬁ,€ — q£23i2+k)
. . 2 1 + . .
— (Zl, 19 + k:) at rate (QE2?i2+k - qz(h)i1+k) , i1, 19 € E.

here we have used the convention that ¢;; =0 for all i € E and j ¢ E.

The key of this coupling is the term qgll)il A qg)iQ 4k Whenever a term

A N B appears, we should have the other two terms (A — B)* and (B — A)™
automatically, due to the marginality. Thus, in what follows, we will write down
the term A A B only for simplicity. The word “march” is a Chinese name, which
is the command to soldiers to start marching. One of the original purpose to
introduce this coupling is for the order-preservation.

Let us now consider a birth-death process with regular Q-matrix: ¢; ;41 = b;,
© > 0; ¢ i—1 = a;, @ > 1. Then for two copies of the process starting from i; and
1o respectively, we have

Example 1.4 (Coupling by inner reflectionl?! ﬁ,r) Again, take ﬁir = SNZC if
|i1 — Z2| < 1. For ig > i1 + 2, take

(il, ig) — (il +1, 49 — 1) at rate bil N iy
— (11 — 1, 22) at rate a;,
— (i1, 2 + 1) at rate b;,.

By exchanging ¢; and i3, we can get the expression of Qir for the case that i; > 5.

The next result is a starting point of the present study, which reduces the
coupling jump processes to the rather simple coupling operators.

Theorem 1.5!"). The marginal g-pairs are regular iff so is a (equivalently, any)
coupling g-pair. Moreover, (1.2) and (1.3) are equivalent.
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2. OPTIMAL MARKOVIAN COUPLINGS

Let us recall a probability metric. Let (F,p, &) be a metric space. The mini-
mum L!'-metric W is defined by:

W (P, P,) = igf/p(xl,xz)ﬁ(d:cl, dxs), (2.1)
P

where P varies over all couplings of P; and P,. This metric has many different
names. It plays a critical role in the study of random fields and interacting particle
systems. Here, we mention a result due to Dobrushin (1970): W is equivalent
to the Lévy-Prohorov metric when p is bounded and W equals half of the total
variation when p is the discrete metric d: d(z,y) = 0 if z = y and d(z,y) = 1 if
x # y. Refer to [5; Chapter 0 and Chapter 5] for more information about W. In
view of (2.1), we see that every coupling provides an upper bound of W (P, P,).
Thus, it is natural to introduce the following

Definition 2.1. A coupling P of P; and P, is called p-optimal if it attains the
infimum on the right-hand side of (2.1).

For a complete separable metric space (E, p, &), a p-optimal coupling (abbrev.
p-OC) does exist (cf., [5; Lemma 5.2]), but may not be unique. In the special
case of p being discrete metric, the p-OC is just the maximal coupling mentioned
before.

Certainly, one may replace the above Py by Py (t, z,dy), k = 1, 2 and define a
p-OC P(t; 1, z2; dy1,dys). But this definition is usually not useful since it is not
practical. We will emphasize the coupling operators. Consider jump processes
again. As usual, for a jump process P(t, z,dy), denote by P(t) the corresponding
semi-group on ,&. We want to find out a coupling process P(t) such that for any
coupling process P(t), P(t)p(x1,z2) < P(t)p(xy,x2) for all (z1,x5). The next
result reduces the comparison of two semi-groups to the one of their operators.
From the proof below, it should be clear that under some mild condition, the
conclusion also holds for other type of Markov processes.

Lemma 2.2. Let P,(t) be a regular jump process with state space (E, &) and g-pair
(g (), qx(xk,dyr)), k =1, 2. Suppose that there exist constants C' and ¢ such that

Qep(z,a) < C+cp(x,a), reE k=1,2 (2.2)

for some fixed a € E. Given two couplings P(t) and P(t) of Py(t) and Py(t). If

P(t)p(x1,x2) < P(t)p(x1,22), t>0, 21, 12 € E,

then we have Q p(x1,72) < ﬁp(xl,a:g), T1, T9 € E.

Proof. a) Without loss of generality, assume that C, ¢ > 0. By (2.2), we have

Pi(t)p(z,a) < Cle — 1] e+ e“p(x, a), x€eFRE (2.3)
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(cf., Chen [1992; Lemma 4.13]). Hence, for any coupling semi-group P(t), we have

P(t)p(z1,32) < P(t)p(1,a) + P(t)p(w2, )
<2C[e” —1]/c+ e [p(z1,a) + p(z2,a)],
x1, T2 € E. (2.4)

b) By Theorem 1.5, for every f € ,&, we have

P(t)f(x1,22) — f(a1,22) = / QB(s) f (w1, ) ds.

0
In particular,

P(0)pa(a1.22) = palareaz) = [ OP(s)pu(ar. )i, (2.5)

where p,, = p A n. Moreover, by (2.4) and the marginality, we have
0< /5(371,$2;dy1,dy2)]3(t)l)n(y1,y2)
< /47(931,582;dyl,dyz)lg(t)ﬂ(yl,yz)
< /C]N(I‘l,:icz;dyl,dyz)ﬁ(t)(ﬂ(yha) + p(y2,a))
< 207w 2) [ = /e ¢ [ Gar,aidyr,die) (p(01.0) + pluz.0)
= 20q(w1, 22) [ = 1] fe+ e [Gw1,22) (p(w1, 0) + plr2, )
+ Qp(x1,a) + Qap(z2, a)] .
Combining this with (2.2), we see that for fixed z; and xa,

/67(311,$2;dy17dy2)13(t):0n(y1,y2)

is bounded on finite ¢-interval uniformly in n. By (2.5), it follows that

P(t)p(x1,x2) — p(x1,22) = /0 ﬁﬁ(s)p(wl,xg)ds.

Furthermore, limy_o P(t)p(x1,22) = p(x1,22) and then by using (2.4) and the
dominated convergence theorem, we get

Pi% q(x1, z2; dy1, dya2) P(t)p(y1, y2) :/6(%1,x2;dy1,dy2)p(y1,yQ)-
Therefore,

P - 1 [t~ ~
lim (Opl1,v2) = plar, 72) =lim = [ QP(s)p(x1,22)ds = Qp(z1,x2).
t—0 t t=0t Jg

From this, the required assertion follows immediately. [

The above result leads to the following definition:
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Definition 2.3. A coupling operator () is called p-optimal if

Qp(x1,22) = i%fﬁp(fvh 2)

for all 1 and x5, where €2 varies over all coupling operators.

For the existence of a p-OC (we may omit the phase “Markovian” since we are
dealing with operators), the next result is provided by S. Y. Zhang to the author,
the proof is omitted here.

Theorem 2.4. For Markov chains, if (2.2) holds, then there does exist a p-OC.

3. TIME-CONTINUOUS MARKOV CHAINS

Starting from this section, we construct some OCs. To be precise, we are
interested in those coupling having the following properties:
(1) Marginality: That is (1.3).
When €21 = 2y = (2, we require the following
(2) Normality: Qf(z,z) = Qg(x), where g(z) := f(x,z).
Finally, if Oy =y = , it is natural to require the following
(3) Symmetry: Qf(z1,22) = Qf(xq,21) for all f € (& x &), all 1 and z5.
In this section, we deal with OC for birth-death processes. To do so, we need
one more coupling:

Definition 3.1. Given a Erth—death process with birth rates b; and death rates a;.
The coupling by reflection €,. evolves in the following way:

(il, ’ig) — (il — 1,10+ 1) at rate a;;, A bi2

— (i1 + 1, i2) at rate  b;,

— (i1, 12 — 1) at rate a;,, if 49 =11+ 1.
(il, Zg) — (21 — 1,10+ 1) at rate a;; A biz

— (il +1, 49 — 1) at rate bil N iy, if 9 > 141 + 2.

By symmetry, we can write down the rates for the case that iy > is.

Intuitively, the reflection in outside direction is quite strange since it makes
the components apart by distance 2 but not by 1. For this reason, it is hardly
believed that €, could be better than ﬁir. Here, I would like to acknowledge X.
L. Wang for pointed an error on the original computation of part (1) below and
E. A. Perkins for a question which leads to the part (2) below.

Theorem 3.2. Let p be a translation-invariant metric on Z and set u;, := p(k +
1) — p(k), k = 0, where p(k) = p(0,k). Then, for birth-death process,

(1) €, is p-optimal whenever wuy is decreasing in k. Moreover, we have for iy —

il =k 2 1,
Q-p(k)
_{ (@iy Abiy)ug + (@i, V biy)uy — (biy + aiy)uy, if k=1
L (@i, A by g g (@i, V by g, — (biy Vi Yug g — (biy A gy )uy_o, i k> 2.
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(2) If uy is increasing in k, then §,, is p-optimal. Moreover,

Qnp(k) = [(ai, — aiy) T+ (biy — b)) " Jue — [(@s, — ai)™ + (b, — biy) T us—1,
provided io — i1 =: k > 1.
Proof. a) Clearly, any coupling operator Q should have the following form:
Qf (i1, i2)
= I[il;éig]{)‘l [f(ix = 1,ig — 1) — f(ir,i2)] + X2 [f(ir + 1,i2 + 1) — f(i1,i2)]
+ A3[f (i1 + 1,42) — f(i1,i2)] + Aa[f (i1 — 1,2) — f(i1,i2)]
+ A5 [f(in,io + 1) — fin,i2)] + A6 [f (i1, i2 — 1) — f(i1,i2)]
+ Ar[f(ix + 1,32 — 1) — f(i1,i2)] + As[f (i1 — L,ip + 1) — f(il,iz)]}
+ f[ilzm{bn [f(i141,i041) = fir, i2)] + ai, [f(i1—1,d2—1) = f(i1,42)] }7
where \; > 0 and
)\1:A4:)\g:0 if 21:0, )‘1:)\6:)\720 if 19 = 0. (31)
By the marginality, we have

AL+ A+ A =ay,
)\2+)\3+)\7:bi1
AL+ A+ Ay =ay,
A2+ A5+ As =0,

(3.2)

b) By symmetry, we may assume that i; < iy and let k = is —iy. If k > 2,
then

Qp(k) =3 [p(k — 1) — p(k)] + Ma[p(k + 1) — p(k)]
+ s [p(k +1) = p(k)] + X6 [p(k — 1) — p(k)]
+ M [p(k — 2) — p(k)] + As[p(k +2) — p(k)]. (3.3)

We now minimize p(k) under the marginality. Since A\; and Ay disappeared in
the expression of Q2 p(k), we eliminate them from (3.2) and obtain

)\4—|—)\8—)\6—)\7:ai1—a¢2, )\3+)\7—A5—)\8:bi1—bi

5
Hence

/\4:ai1 — Gy, + Ag + A7 — Ag, A5 :biQ _bil + A3+ A7 — As. (34)
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Substituting this into (3.3), we get
Qp(k) = (ai, —ai, +bi, —bi, ) [p(k+1) = p(k)] + (A3 +X6) [p(k+1)+p(k—1)—2p(k)]

+ A [2p(k 4+ 1) + p(k — 2) = 3p(k)] + As[p(k + 2) — 2p(k + 1) + p(k)]

= (ail — Gy + bi2 - bl1)uk + (>‘3 + )\6)(Uk - uk—l)
+ A7 (2uy, — Uy — up_g) + As(Upqy — ) (3.5)
c) Again, let k& > 2. First, consider part (1) of the theorem. By (3.5), the

coefficients of (A3 + Ag), A7 and Ag are all non-positive, so we should make these
)\;s as large as possible. On the other hand, since 2u;, —u;,_; —u;,_o < Uy —u;_q,
the contribution made by A7 is bigger than those made by (A3 + A\g). Combining
this with the marginality, we see that we should handle A7 first rather than A3+ Ag.
By using the marginality again, the largest choice of A7 is b;; A a;,. Then (3.2)
gives us A1 + A\g = (ai, — bi;)™, so the largest choice of Ag is (a;, — b;; )t and then
A1 = 0. The same argument gives us A3 = (b;; — a;,)" and Ay = 0. Similarly,
we choose \g = a;, A b;, and then \y = (a;;, — bi,)" and A5 = (b, — a;,) 7.
Obviously, for this choice of \’s, (3.1) holds. Next, consider part (2). By (3.5),
we should make A3, A\g, A7 and Ag as small as possible. Note that A3, Ag and
A7 can not vanish simultaneously due to the marginality. From which, we see
that A3, A¢ and A7 are smaller provided A\; and A, are bigger and moreover
2Up — Up_1 — Ug_2 = U — Up_1. Thus, we should make A7 smaller rather than A3

and \g if possible. These considerations lead to the following choice:

A = iy, N iy, Ao = bil VAN biQ, A7 =0, A3 = (b“ — bi2)+, A6 = (aiQ — ai1)+.
Similarly, we have \g = 0, Ay = (a;; — aiy)", A5 = (bi, — b;;)T. We have thus
proved the theorem in the case that k > 2.

d) Let £ = 1. Then the argument of the first part of b) leads to the following;:

Qp(k) = (@i, — @i, +biy = by, Jug, + As (g — ) + (Aa + X6) (ug, — wg—1) + 271,
For part (1), we choose A3 and Ag so that the right-hand side becomes as small
as possible. From A\ + Ag + A7 = a;, and A2 + A3 + A7 = b;,, we obtain A\g = a;,,
A3 = b, and Ay = A2 = Ay = 0. Furthermore, Ag = a;; A b;, and then \y =
(ail — bi2)+ and )\5 = (bz2 — ail)Jr.
For part (2), the optimal solution is the same as in the second part of the proof
ofc). O
To see that the OCs may not be unique, consider the discrete metric: ug =1
and ui = 0 for all £ > 1. Then from the above theorem, we obtain
_(bi1 —I—a,-Q), ifk=1
ﬁrp(k') = _(bi1 VAN aiz), ifk=2
0, if k> 3.

12

Thus, Q (and of course, Q;r or Q,) is p-optimal but not Q. Next, consider the
ordinary metric: u;, = 1. We obtain

Qrp(ki) = (ail + bi2) — (b“ + CLZ‘Q), k=19 — 11 > 1.
Therefore, the five couplings mentioned above achieve the same minimum. The

next result is much more surprising, it says that the last conclusion actually holds
for a large class of metrics.
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Theorem 3.3. Let (uy) be a positive sequence on Z, and set F(k) = >_,_; u;.
Define p(m,n) = |F(m)—F(n)|. Then, every coupling mentioned above is p-optimal.
Moreover,

ﬁp(@,]) = bjuj —ajUj—1 — biu; + a;u;_1, u_q := 1. (36)

Proof. a) Given (i,j) : j —2 >4 > 1 and a coupling operator §~2, we have

Qp(i,7) =M1 [ —uj_1 + uz’fl] + A2 [Uj - Uz} + A3 [ - Uz] + Aui—q
+ Asuj + Ag [ - uj,l] + )\7[ —Uj_1 — uz] + Ag [uj + ui,l]
= (a; — aj)ui—1 + (bj — bi)uy + A [ —uj—1 +uwic1] + Ao [uj — ]
+ Az —wi Fug] 4+ Xe[ —wjor w1 ]+ A — w1 — i+ uin + gl
Here in the last step, we have used (3.4). Collecting the terms together and
applying the marginality, we get

Qp(i, ) = (a; — aj)ui—y + (bj = bi)u;j + (A + X6 + A7) [ui—1 — uj1]
+ (A2 + Az + A7) [uy — ug)
= (a; — aj)ui—1 + (bj — b)u; + aj[ui—1 — uj_1] + b; [u; — ;]
= a;ui—1 + bju; — ajuj_1 — bju,, j—2>2i>1 (3.7)

b) Next, let j —2 > ¢ = 0. Then by the marginality, we have A\; = Ay = Ag = 0.
Hence

ﬁp(’i,j) = )\2 [Uj — ’LLZ] + )\3 [ — UZ] + )\5Uj + >\6 [ — u]'_l] + )\7[ —Uj—1 — ul]
= (bj — bi)u]' + ()\2 + A3 + )\7) [u]- — ul] — ()\6 + )\7)uj_1
= (b] — bz)u] + bz [Uj — uz] — ((Ij — (Ii)u]'_l
= bjuj —ajuj—1 — bgUo, j -2 = 1= 0. (38)
Here, we have also used (3.4) and the marginality.
c¢) Combining (3.7) with (3.8), we get (3.6) in the caseof j > i +2. If j =i+1,

(3.6) still holds whenever A7 = 0. Since the right-hand side of (3.6) is independent
of )\;s, we obtain the required assertion. [J

4. TIME-DISCRETE MARKOV CHAINS

We now consider the well-studied time-discrete case. The definition of p-OMC
in this case is an easy modification of Definition 2.1 with the restriction on Mar-
kovian couplings. It is interesting that even in a simple situation, the OMC is
still not so obvious and not known before.

Theorem 4.1. Take E =Z and let P = (P;;) be a random walk on Z with

Piiy1=p; >0, Pi1=q¢>0, Py=r;20, pi+q+r=1 1€k



OPTIMAL MARKOVIAN COUPLINGS AND APPLICATIONS 91

Suppose that p is a translation-invariant metric on Z having the property: wu, :=

p(k+1)

— p(k) 4 as 0 < k 1, where p(k) = p(k,0). Then, the transition probability

of the p-OMC is given as follows (the last column denotes the probability of the
corresponding jump): If io — i3 =1, then

Zl—l 22—1)
Zl+1 Zg—i-l)
11+ 1, 40

(i1,42) —

(

(

( )
(i1 — 1, ig)
(i1, 32+ 1)
(7'17 2_1)
(i1+ 1,02 — 1)
(i1 — 1,43+ 1)
(i1, i2)

A A

If Z2 — ’Ll 2 then

(i1, i2)

(qm - ri1)+ A {qz'l - [(Tlé _pi1)+ - (ril - qi2)+] }
(pil - Ti2)+ A {piz - [(Til - Qi2)+ - (7“1‘2 _pi1)+]+}
Diy NTiy

[(riz _pi1)+ - (Til - Qi2)+]+

[(Til - qi2)+ - (Tiz - pi1)+]+

Qiz N T4y

{=ai+[ri,=pi) = (i, —ai) "] (g, =) F )

(Til _Qi2)+] +_(qi2 _Ti1)+}+

(ril - Qi2)+'

{ai,—

(nz

[ Tiy pl1)+_
pll)

{[riz - (pil - Qi2>+]+ - [Til - (qi2 _pi1)+]+}+
{[Th - (qiz - pi1)+]+ - [TiQ - (pil - Qi2)+]+}+
(Qi2 - pi1)+ AT

Diy N Qs

{qil_ [(Qig_pil )+_ ril] +} A {piQ_ [(pil_qi2)+_ri2:| +}
[TiQ - (ph - qi2)+]+ A [Til - (Qiz - pil)+]+'

By symmetry, we can write down the transition probability of the coupling for the
other cases. Moreover, we have for i5 —i; = 1,

Pp(ir,i2) = (1

— Piy NTiy — Qi /\V“il)uo

+—{qh'+ [(riy = ai) " = (riy = 2i) ™) = (@i — 7)™
+{—a + Krh'_ph)+'_(rh‘_QQ)+]+'+(QQ‘_Th)+}+}U1
+{ain = [ = i) = iy = 4i) ] = (@i — )T} s,
(4.1)
and for io — iy =: k > 2
Pp(ir,iz) = p(k) — (piy N ¢, )Jun—2

- Kpn,—-qu)+'A7%2-F(QQ —-Pn)+'A7%1-%(PiI/\Qm)}Uk 1

{4 =g =) " =]}V {pi = [0 —a0) =] Y

+ {Qil - [(% —pi) " 7“11] } A {Pm [ Py —Qis) " —Tz‘2] }Uk+1‘

(4.2)
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From (4.1) and (4.2), we see that when r; = 0, the OMC starting from |i; —io| =
odd will never meet each other even though the original chain can be positive
recurrent. Actually, the same conclusion holds for any Markovian coupling. Thus,
the term r; is critical for success. The proof is omitted since it is lengthy but the
technique is similar to that used in the last section.

5. DIFFUSION PROCESSES

Consider diffusion processes in R¢ with operator

1 02 d )
L= Zaij(x)iaxiaxj + Zbi(x)@.

W) =1

For simplicity, we write L ~ (a(x),b(x)). Given two diffusions with operators
Ly ~ (ag(z),br(z)), k = 1, 2 respectively, it is clear that the coefficients of any
coupling operator should be of the form

o= (G ) wen-(5G) oo

This condition and the non-negative definite property of a(z,y) consist of the
marginality in the context of diffusions. Obviously, the only freedom is the
choice of ¢(z,y).

Example 5.1 (March coupling (Chen and Li [1989])). Let

ag(z) = o (x)og(x)*, kE=1,2.

*

Take c(z,y) = o1(z)o2(y)".
Example 5.2 (Coupling by reflection). Let L; = Lo. Take

S P
cla.) = 0(0) o) 200 | deto(y) 20
(Lindvall and Rogers (1986)) or

c(z,y) = o(z)[I — 2uu*]o(y)* (Chen and Li (1989)),

where @ = (z —y)/|x — y|.

We are now ready to study the OMC for diffusion processes. Given a metric
p € C?*(R? x R4\ {(z,7) : € R?}), a coupling operator L is called p—optimal
if
Lp(z,y) = inf Lp(x,y), x#y,

where L varies over all coupling operators.
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Theorem 5.3. Let f € C*(R;R;) with f(0) = 0, f/ > 0 and f” < 0. Set
p(x,y) = f(|x —y|). Then, the p-optimal solution ¢(x,y) is given as follows.

(1) If d =1, then ¢(z,y) = —+/a1(xz)az(y) and moreover,

Fllr—v) = & (Var@) +v/as) )2 (e —gl) + T =00 gy

|z — |

Next, suppose that ax(z) = ox(x)?, k = 1, 2 are non-degenarated and
write

c(z,y) = o1(z)H* (x,y)o2(y).

(2) If f”(r) <0 forall r >0, then H(z,y) = U(y)"* [U(V)U(’y)*]l/z, where

z —ylf"(lx —yl)
f'(lz = yl)

(3) If f(r) =, then H(z,y) is a solution to the equation:

v=1-] and U(7) = o0(2)(I — yai*)oa(y).

w 1/2
U)H = (UmU(1))"?
(4) In particular, if f(r) = r and ax(z) = @r(z)o? for some positive function

r (k =1, 2), where o is independent of x and deto > 0. Then H(z,y) =
I — 20 tuu*o=1/|c~1u|?. Moreover,

Lf(lz—y|)= 2’3; {(\/901 \/4,02(2/))2[tr02—\m]]2]+2<x—y, bl(x)—bg(y))}.

Finally, without the condition “f(r) = r", part (4 ) still holds provided the metric
p(z,y) = f(lz —yl) is replaced by p(z,y) = f(lo~"(z — y)|). Moreover,

zp@,y):%(m J+ Vo) (o (@ = p)))

H@=D)(Vor@ Vi) 2o (wy), o b1 (@) -b:)) }

Ao @=y)))
200 Haz—y)|

Proof. a) For any coupling operator L with coefficients given in (5.1), we have

f'(lz = yl)

‘x_y‘ [tI"A(:U,y)—Z(x,y)—l—ZB(w,y)],

(5.2)

2Lf(|lz = y|) = Alz,y) /" (lx = y]) +

where

A(ﬁ,y) = al(x) + a2(y) - C(xvy) - C(:L‘,y)*, B(:U,y) = bl(I) - bZ(y)
Ala,y) = (@ —y, Alz,y)(@ —y))/|lz =yl B(z,y) = (v —y, B(z,y)).
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Note that A(x,y) > 0 because a(x,y) is non-negative definite. Since there is
nothing to do about the drifts, we assume that B(z,y) = 0. Then, (5.2) is
reduced to the following:

2L f(le = o) = Aes s (e~ o) + T [ A, ) - o)
= M [tr A(z,y) — vA(z,y)]. (5.3)

We want to choose ¢(z,y) so that the right-hand side of (5.3) becomes as small
as possible.

b) When d = 1, the assertion (1) follows by a simple computation. Note that in
this case, for the ordinary metric f(r) =r (i.e., 7 = 1), both the march coupling
or the coupling by reflection attain the same minimum tr A — A = 0.

c) Let d > 2. Without any confusions, we write H = H(z,y), o1 = o1(z),
02 = o2(y) and similarly for ax’s. We now prove that a(x,y) is non-negative
definite iff H is contractive: |[Ha| < |af for all @ € R%. Actually, for o, 8 € RY,
we have

(a*, f")a(z,y) <g> =a"aya+ fFaf + 2(Hora, 023)

= |o1af® + [026]* + 2(Ho1a, 03f).
Thus, a(z,y) is non-negative definite iff
laf? + 181> +2(Ha, ) 20, a, 5 €R"
Setting § = —Ha, it follows that |[Ha| < |a|. This proves the necessity. The
sufficiency is easy.
d) Because

A(z,y) =a1+ay—o1H" 09 —0yHoy, tr A(z,y) = tr (a1 +az) — 2tr (o1 H" 03)

and

A(z,y) = u" (a1 + az)u — 2u" o1 H  o2.
We have
tr Az, y) —yA(z, y) = tr (a1 +a2) —ya* (a1 +az)u+2 [y o1 H oo —tr (01 H*03)].
We need only to minimize
F(H) :=~u"o1H"oou — tr (01 H"03)
under the restriction of H being contractive. Since F'(H) is linear and the set

{H : |Ha| < |af} is compact, it should be clear that the optimal solution always
exists. We claim that the optimum can be only attained by an orthogonal matrix
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H. An easier way to see this goes as follows. Actually, we are dealing with the
convex programming problem:

Minimize F(H), Subject to |Ha|*> <1 and |a]* =1.
As usual, by introducing a slack variable, we reduce the inequality constrain to the
equality one. Then, in view of the necessary condition for the minimum, it follows
that the constrain should be active (i.e., |Ha| = 1) unless yoouti* o1 = 0201, which
is impossible except d = 1 (and v = 1). This proves the required conclusion.
Next, consider the problem:

Minimize F(H), Subjectto H*H = 1.

Define
L= Z hij[Y(o2w)i(o1a); — (0201)i5] + Z Aij {Z hiihi; — 51‘3} ;
i i K

where (h;;) := H and A := ()\;;) which is a symmetric matrix. Solving

oL N
87]{ = ’)/Jgaa 01— 02071 + 2HA =0
we obtain
2HA = oo(I — yuu*)oy =: U(y)™. (5.4)

Since H*H = I and A is symmetric, we have 4A%? = U(y)U(y)* and so 2A =

[U()U(v)*] 1/2 (The negative solution can be removed since we are interested in
minimum). Substituting this into (5.4), we get

UH = [Ux)U()]7.

(5.5)
Now, this proves not only assertion (3) but also (2) since det U(7y) # 0 whenever
v > 1.

e) To prove the last assertion of the theorem, we need only to consider ay(x) =
vr(z)I, k =1, 2. The general case can be reduced to this by replacing the metric
|z| with |o~'z| (From the geometric point of view, the ordinary Riemannian
metric I is replaced by 0=2). Because rank(aa*) = 1 and tr (4a*) = 1, without
loss of generality, we can choose an orthogonal matrix O so that

uu* = Odiag|1,0,---,0]0%,

where diag[- - -] denotes the diagonal matrix with diagonal elements [---]. Then,
(5.5) becomes

Odiag[l —~,1,--- ,1]O*H = Odiag[y — 1,1, --- ,1]O™.
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Thus, if v > 1, then
H = Odiag[-1,1,--- ,1]O0* = I — 2uu”.

On the other hand, if v = 1, ruling out the useless solution H = I, we can
assume that H = I + B with B # 0. Then (5.5) is reduced to (I — uu*)B = 0.
Because rank(] — uu*) = d — 1, this equation has only solution B = wv* for some
v € R*\ {0}. Now, the orthogonality of H gives us v = —2u and so the assertion
follows.

f) Finally, consider part (4). In this case, (5.5) is reduced to

(I —au*)oHo ' =1 — uu*.
Noticing that cHo~! = I iff H = I, the proof is similar to the last paragraph
replacing H with cHo~!. O

We remark that the conclusion of part (4) does not hold when v > 1. The
comparison of the last two assertions of Theorem 5.3 leads us to use the Rie-
mannian metric a(z) ! instead of the ordinary one. For simplicity, here we write
down the one-dimensional case only. The proof is similar and even simpler. Note
that the distance d(z,y) given below is no longer translation-invariant except
a(z) = constant.

Corollary 5.4. Let d =1, L1 = Ly and a(z) > 0. Define
y
day) = [ ale)Vds <y

Given f as above. Set p = fod. Then, the p-OC is ¢(z,y) = —+/a(z)a(y).
Moreover,

Lp(z,y) = 2(f"od)(z,y)+ [4b(y) —d(y) 4b(z) —d'(x)

Naly — 4/a@)

6. SPECTRAL GAP FOR MARKOV CHAINS OR LAPLACIAN ON MANIFOLD

(flod)(z,y),  =<uy.

For a reversible Markov process with generator €2, except the trivial eigenvalue
Ao = 0, the next eigenvalue A\ of —€2 is called the spectral gap of €2, denoted by
gap(2). The importance of the spectral gap is that it describes the exponential
L?-convergence:

Hp(t)f - 7Tf|| < ||f _WfHS_Etv t > 07 f S LQ(ﬂ-)a

where 7 is the reversible measure of the process and 7 f = [ 7(dz)f(z). Actually,
it can be proved that emax = gap(2). (cf., Liggett (1989) and Chen (1991)
or [5; Section 9.1]). In this section, we show how to use couplings to obtain
some lower bounds of gap(€2). We consider an example from Markov chain and
discuss a property related to the algebraic L?-convergence. We also study the first
eigenvalue of Laplacian on manifold, which is a well-known problem in geometry.
Other applications of OMCs will be presented in subsequent papers.
Recall that the coupling time is defined by

T =inf{t >0: X} = X}}.

We will use the following two general results.
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Theorem 6.1. Let {X;};>( be a reversible Markov process with weak generator €2
on »&. Denote by f the eigenfunction corresponding to \;. Set g(x,y) = f(x)—f(y).
Suppose that there is a Markovian coupling P*1'*2 of the process with operator {2 so
that

t
o1, x7) [ Qg(xt X2)ds

0
is a martingale up to time 7' under P*1*2 with respect to the natural flow of o-

algebras. If sup,, |f(z) — f(y)| < oo, then

gap(Q) = 1/ max E"0*2T.

$1#w2

Theorem 6.2. Let (E, p) be a metric space and let {X;}, Q and f be the same as
in the previous theorem. Suppose that

(1) E"f(X) - f(2) = [, E"Qf(X,)ds.
(2) There is a coupling P**:*2 such that

Eo%2~ (X} X2) < (21, 22) exp[—at], t20, 21,22 € E

for some a > 0, where v : E x E — [0,00) with v(z,y) =0 iff x = y.
(3) supys, [f(y) — f(@)|/7(y, x) < oo
Then, we have gap(f2) > a.

Theorem 6.1 is implicated in [8; Proof of Theorem 1.4]. Theorem 6.2 is an
improvement to [8; Theorem 1.9], in which  is required to be an equivalent metric
of p. The most interesting case is the following: f is Lipschitz with respect to p
and v = 7 o p for some 7 € C(R4) with (r) = 0 iff »r = 0 and inf,~o 3(r)/r > 0.
The proofs are similar to [8] and so are omitted here.

Having these preparations in mind, it is not difficult to present some general
results for the spectral gap of Markov chains. But to save the space, we discuss
here a simple example only to illustrate the power of the approach. Some key
points for the general situation will be indicated below. First, by using a local-
ization procedure (cf. [4]), the non-compact case can be reduced to the compact
one.

Example 6.3. Consider the birth-death process with finite space
EZ{O»L 7N+]‘}

and rates b; = a;41 =1, 0 <+ < N and ag = by11 = 0. We adopt the coupling by
reflection with a natural modification on the boundary.

a) Let N > 2 and solve the equation:

w0 =0, w3 =3p1 — 1, Ort2 =20 —pr—2—1, 2<k<N -1
ON+1 =208 —oN—2— 1l =pn_1 + 1.
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We obtain
_ (-1)N +7+8N 4 2N? 243N+ N? P
1
or =c(1) +c(2)k+ [ —c(1) +c(3)k ] (1) — §k2, 4<k<N-1;
(1)_i (2)_14_1 +1 (3)_1 1 +1 .
¢ 167 TRy TR T vt T e
1

PNy = 1—6[7+ (-D)N + 8N +2N?].
Since -
Qrp(lin —i2]) +1 <0,
which is what we need to claim that
E2T < o(liy — dal).

Now, as an application of Theorem 6.1, we get A; > (p;,lﬂ. Comparing this
estimate with the exact value

A1 = 4sin®(7/(2N +4)),
we have Ajpy &= 72/8, as N — oo.

b) Take
. km . T
F(k) = sin 2N+4/Sm2N+4

and define
Fk-2)+F(k+2)

1)=3-F =92 — 2<k< N—1
a(l)=3-F(k),  a(k) o 2k
F(N—-2)+F(N+1) F(N -1)
N)=2- N+1)=1-
o) F(N) G F(N +
Then, by some elementary computations, we obtain
a(N)za(l)=-=a(N-1)=a(N+1) :4sin2ﬁ — A\

In general, Theorem 6.2 gives us gap(2) > « whenever
QTF(|’L'1 - Zg|) < —aF(|i1 - 22|)
For this example, the inequality holds with o = A1 and so our estimate is exact!
Next, if the process is not L?-exponentially convergent, it is natural to ask for
a slower convergence:
IPR)f —nfI? <CV(f)/t", >0, fe L),

where C' and ¢ > 1 are constants and V : L?(r) — [0,00]. Such convergence
is called algebraic L?-convergence. It turns out for such convergence, V(f)
should satisfy

Vief+d)=cV(f) and V(Pt)f) <V(f) (6.1)

for all constants c and d, ¢t > 0 and f € L?(m) (cf., Liggett (1991)). We now show
that the functional V' can be obtained by using couplings.
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Corollary 6.4. Let (uy) be a positive sequence and suppose that (byup — arur—1)
(k > 0) is non-increasing, where u_; = 1. Then, for birth-death process, the func-
tional Vi:

Vi(f)2 = sip \f(f;(i;g)(n)! = s [f(n+ 21_ f(n)\’
p(m,n) = Z Uj — Zuj
j<m j<n

satisfies (6.1).

It was pointed out in Liggett (1991, p.948) that Corollary 6.4 can be proved by
using a rather complicated approach. But this corollary is actually an immediate
consequence of Theorem 3.3. Furthermore, due to OMC, Theorem 3.2 provides
us a much refined choice of V.

Corollary 6.5. Given a positive non-increasing sequence (u;), set F'(k)=3_,_; u;.
If Q,.F(k) <0, Then, for birth-death process, the functional V5:

Va(f)V2 = sup |f(m) — f(n)|/F(jm —n])

m=*n

satisfies (6.1).

Finally, we study the lower bound of the first eigenvalue on manifold. Let
(M, g) be a d-dimensional compact Riemannian manifold with distance p = p,,
deduced by the metric g and assume that Ricy; > —Kg for some K € R. Denote
by A, A1 and D the Laplace-Beltrami operator on M, the first eigenvalue and the
diameter of M. Here we consider the hardest case that K > 0.

Theorem 6.6. Let K > 0. Suppose that for some « > 0 the differential inequality

K
49" +24/K(d — 1) tanh (g d_1>'y'—|—a’y<0, r € [0, D] (6.2)

has a solution v having the property 7' > 0 on [0, D] and inf,¢c pjy(r)/r > 0.
Then
)\1 = .

In particular, we have

D [ K
A1 > = K(d — 1) tanh? (2 — >sech29,

d—1

> =

where 6 is the (decreasing ) limit of 6,,:

WV
N

D D K
91 = Z K(d — 1) tanh <2 d_), en = 91 tanhen—b n
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Proof. a) By using the coupling by reflection of Brownian motion on manifold,
constructed by Kendall (1986) (See also Cranston (1991)), it was proved in [§]
that

1 2 X1517X2) K
dp(X}, X?) < 2v2dB; + 2y/K(d — 1) tanh 5 7 )t
t<T, (6.3)

where {B;} is the Brownian motion in R. Here we have used the fact that K > 0.
b) By It6 formula, (6.2) and (6.3), there exists a martingale M; such that

1

p(X} X2 K
+2/K(d-1) tanh( R d_1>(y'op)(th,Xt2)dt
< dM; —a(yop)(th,Xf)dt.

Hence,
E*1%2(y 0 p) (X}, X7) < (70 p) (21, 22) exp[—at].

By Theorem 6.2, we obtain \; > «
c¢) Next, assume that K(d — 1) > 0 and take

v(p) = exp[—cp/8] sinh(cdp/8), 0<p<D,

where
K
c=2yK(d-1) tanh( 7 1)

§=4/1- =2

azwtanhQ B\/L sech?0,,,
4 2Vd-—1

and n > 11is fixed. Then, it is easy to check that  is a solution to (6.2). Moreover,
7" >0 on [0, D]* and inf,¢(0,p; v(p)/p > 0. By b), we have

K{d-1 D
)\1>a:¥tanh2 (

a8 2
1 5 d_1>sech 0,. O
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INote added in proof. The idea of Theorem 6.6 is regarding the coefficient of ' as a constant
(i.e., replacing the variable r in the coefficient by constant D), then equation (6.2) is solvable.
This not only gives us the function + used in the proof, but also indicates that Theorem 6.6
is mainly designed for large D. The proof of 4/ > 0 on (0, D) leads the solution of §. To see
this, note that 4' > 0 iff § > tanh(cdz/8). Thus, it suffices that § > tanh(c6D/8). Equivalently,
01tanh@,, > 01tanh(61tanhb,,), or 6, > O1tanhf,,. The last assertion holds by definition of 6,,.
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ABSTRACT. The talk begins with some backgrounds of our study: The spectral
gap for four classes of reversible Markov processes and the relation between the
spectral gap and the phase transitions. Then, we introduce two aspects of our recent
progress: 1) The estimates of the spectral gap (or the first non-trivial eigenvalue)
of Laplacian on compact Riemannian manifold. 2) Optimal Markovian couplings.
These explain the precise meaning of the vague title. The resulting estimates are
quite unexpected, not only recover the known sharp estimates but also produce
some new ones without using anything from the previous proofs. The optimal
estimates come from the optimal couplings, which are often out of our probabilistic
intuition. It seems to the author that the study of couplings is renewed but there
is still a lot to be done. We emphasize the ideas, including the applications of the
coupling technique, in terms of some simple examples. It is hoped that the materials
presented here could be helpful not only for experts but also for newcomers.

PART I. BACKGROUNDS. SPECTRAL GAP AND PHASE TRANSITIONS

1. Markov Chains.

Let us explain what spectral gap is by using a simple example. Consider a
birth-death process with finite state space E = {0,1,--- ;N + 1} and Q-matrix

—bg bo 0 0

a1 —(a1 +b1) b1 0
Q= (Qij) = : . .. . :

0 an —(CLN —|—bN) bn

0 0 AN+1 —aN+41
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Clearly, there is ono-to-one correspondence between the @)-matrix and the gene-
rator §2:

Qfi) = Z%‘j(fj — fi)-

J

As a generator of a Markov process, we always have Q1 =0 = 0-1. This means
that the @-matrix has an eigenvalue 0 with eigenvector 1. Actually, since the
state space is compact, the eigenvalues of (—£2) are discrete:

0=X <A1 <" < Ang1-
Hence, there is a gap between \g and A;:
gap(Q) = )\1 — )\0 = )\1.

Note that in general it is impossible to obtain the precise value of A1, so our main
interest is to estimate gap(€2). Even in such a simple situation, the problem is
still not so easy as it looks like. As far as I know, there are at least eight different
approaches to estimate gap(€2). Two of them are presented in Lawler and Sokal
(1988), Diaconis and Stroock (1991) respectively. From the titles of these two
papers we see that some idea from geometry was used in the study of spectral
gap. However, what I am going to talk in the next part is actually in the opposite
direction: we adopt a probabilistic approach to obtain some new estimates to
geometry.

Certainly, the problem is meaningful for other types of Markov processes. For
instance, we can consider

2. Diffusion processes in R?.

A classical example is the Ornstein-Uhlenbeck process, for which, we have
L 1 A \Y%
==-A—z-V.
2

The spectrum of L is completely understood: when d =1, A\, =n, n > 0 and the
corresponding eigenfunctions are:

mn
2 d

(~1me” (e ).

Hence A\; = 1 when d = 1. Because the components are independent, we actually
have \y =1 for all d > 1.

Note that in general the spectrum of the generator L of a diffusion process may
be continuous since the state space R? is non-compact. In that case, gap(L) = 0.
We can also study
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3. Diffusion processes on Manifold.

The typical case is the Brownian motion on manifold, for which, we have the
Laplace-Beltrami operator A. The question is gap(A) =7 I will return to discuss
this topic more carefully. Of course, we can also consider the infinite-dimensional
case.

4. Interacting Particle Systems.

The state space is de, where the spin space X can be {0,1}, Z,, R? or a
manifold M. In the study of particle systems, the generator, denoted by €23, often
depends on a parameter 8 — the inverse temperature. In this context, it can be
happened that gap(£23) = 0 even for compact state space.

Why the study of spectral gap is important? One reason is as follows: Ac-
tually, we are dealing with a reversible Markov process. So we have a reversible
probability measure 7. Then, we have the real L?-space L?() and a generator {2
of the process P(t). Hence, we can study the L2-exponential convergence

1P f —nfll <If =nflle™™, ¢>0, fe L),

where wf = [ fdr. Now, the relation between the exponential rate ¢ and the
spectral gap can be stated as follows:

Theorem 1.1 (Liggett (1989) and Chen (1991b)). The maximal exponential
rate emax = gap() = gap(D), where

gap(Q) = inf { — (Qf. f): f € 2(Q), nf =0, [If] =1},
gap(D) = inf {D(f,f): f € 2(D), nf =0, | f]| =1}
and D(f, f) is the Dirichlet form of the process.

Thus, the spectral gap describes the L?-exponentially convergent rate. Usually,
if a system has no phase transitions, then it is L?-exponentially ergodic. That
is, gap(€2g) > 0 for all S below the critical temperature .. But at the critical
temperature, gap(€2g,) = 0. Thus, the study of the spectral gap provides a way
to describe the phase transitions. Since the study of phase transitions is a hard
subject, the available mathematical tools are still quite limited, people think that
the study of spectral gap should be helpful since we have the L?-theory in mind.
In the past ten years or more, there are a lot progress on this topic. Actually, my
own interest in the study of spectral gap started from this object. Much of the
previous results is collected in the book Chen (1992). Refer to Holley and Stroock
(1989), Stroock and Zegarlinski (1992a, b) for further information.

One reason I introduced these four classes of Markov processes is that we
have studied the spectral gap for all of them by using mainly the same coupling
technique. See Chen (1993a), Chen and Wang (1992, 1993b) and Wang (1992b,
1993a, b) for details.

To see the study of spectral gap is a nice topic in mathematics, we now consider
the Laplacian on manifold. It turns out that the study on estimating the spectral
gap is a well-known subject in the modern geometry, called
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PART II. THE FIRST EIGENVALUES OF LAPLACIAN ON MANIFOLD

Let (M, g) be a d-dimensional Riemannian manifold with Riemannian metric g.
Denote by p and D the distance induced by g and the diameter of M respectively.
Assume that the Ricci curvature is bounded below: i.e., Ricy; > —Kg for some
K € R. As I mentioned above, we are interested in the estimate of A;. The study
of this topic goes back to the famous paper by M. Kac entitled “Can one hear
the shape of a drum?” The idea is to use the geometric quantities d, D and K to
estimate the bound of A;’s. A large part of the books Chavel (1984) and Schoen
and Yau (1988) is devoted to this problem. See also Kroger (1992) for more recent
information. Here, we only mention some famous results obtained by geometers.

Case 1: K <0.

In 1958, Lichnerowicz proved the following estimate:

>-——— K, K , 2.1
M d—1 <0 ( )

which is optimal when M = S9(d > 2). After 22 years, an important progress
was made by Li and Yau (1980) who proved that

71'2

PP
17 9p2

K <O.

It was then improved by Zhong and Yang (1984) as follows:

7.‘_2

Al)ﬁv

K <0, (2.2)

which is optimal when M = S!. This is a deep result, included in Schoen and
Yau’s book. Refer to Wu (1993) for further comments. Actually, (2.2) is the one
of his two main results, for which Zhong became the first mathematician who
awarded the S. S. Chern’s prize.

Case 2: K > 0.

In their paper quoted above, Li and Yau obtained the following estimate:

1

A > :
"7 D2d—1)exp [1+ /I T 4D?°K(d — 1)]

K > 0.

Comparing this with the above estimates, we see that the difficulty of the problem
increases as K increases. Next, Cai (1991) proved that

AM>——-K, K>0. (2.3)
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On the other hand, Yang (1989) and Jia (1991) proved that

7.‘.2
)\1 2 ﬁe_a/2, if d 2 5
7# / (2.4)
>me—a/2, if 2<d<4, K >0,

where « = D\/K(d — 1) and o/ = D\/K((d — 1) V 2). The first estimate in (2.4)
for all d > 2 is called Yau’s conjecture (mentioned in Yang (1989)).

From the above summary, one sees that the picture is quite complete. For such
a well developed subject, can we still do something? The answer is as follows:

Theorem 2.1 (Chen and Wang (1992)).

w2 d 8 K
)\12maX{D2, *ﬁK, 1)23} if K<O
w2 8 D*K a\ _,/0
>maX{D2_K’D2 — [ 3 } <1+3>e a/’

1 5 (D 29
—K(d—1)tanh h if K>
1 (d tan (2\/d 1>sec }, i

where 0 is obtained in the following way: Let #; = £/K(d — 1) tanh (%, / %)

0, =0, tanh6,_1,n>2. Then 8, | 6.
Clearly, the estimates (2.1)—(2.3) are covered by our theorem. Next, it is easy

to check that
7T2 8 o —a/2 7T2 —a/2
maX{DQ—K, D2<1+3>e / }2D26 /2,

Hence, ,

)\1 > %6704/2
holds for all d > 2. This is just the Yau’s conjecture, it certainly covers (2.4).
Thus, we have not only achieved the optimum but also provided some new esti-
mates. Moreover, it is believed that the last estimate of Theorem 2.1, taken from
Chen (1993a), is sharp when K goes to infinity.

No doubt, the theorem is deep in geometry. How about its proof? Our pro-
babilistic proof is surprisingly straightforward, without using anything from the
previous proofs. To confirm this, I would like to show quickly the main steps of
the proof.

Sketch of the Proof.

Step 1. Let f be the eigenfunction corresponding to A\;. Then, by the forward
Kolmogorov equation (or by the martingale formulation), we often have

¢ ¢
f(zx) :]E“f(Xt)—]Ex/o Qf(XS)ds:IEff(Xt)%—)\lEx/o f(Xs)ds
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where (X;) is the process starting from xz. The same equality holds for the (Y%)-
process starting from y. Making the difference of these two equalities, we obtain

F() — F()] < [E“£(X0) — BV F(Y)] + / B f(X,) ~ EYf(Ya)|ds.  (2.5)

Step 2. In order to get a lower bound of A1, in view of the right-hand side of (2.5),
what we need to do is to estimate the term |E® f(X;) —EY f(Y;)| only. This is the
point where the coupling is adopted. Given a coupling process (X;,Y;) starting
from (z,y), we have

E” f(X¢) —EVf(Yy) = E™Y [ f(Xy) - f(¥2)].
Since f is smooth, it is Lipschitzian with respect to the metric p, we have
B2 £(X,) — BV £(Y)] < L(f) E=Vp(X,, i), (2.6)

where L(f) is the Lipschitz constant of f.
Step 3. The main condition we need is the following:

E®Yp(X,,Y;) < p(z,y)e P, >0 (2.7)

for some 8 > 0. Substituting (2.6) and (2.7) into (2.5), it follows that

@) = )] < L) ol ) [eﬁt [ t eﬁsczs} |

Letting t — oo, we obtain |f(x) — f(y)| < L(f) p(x,y) A\1/B. Choosing a sequence
((™) y(™) so that

/™) = Fy™)]
p(zt,yt)

and then letting n — 0o, we get Ay > 8. The proof is finished.

— L(f), as n— oo

To conclude this part, let us mention an application. Recall that the variation
form of A\; for Brownian motion is the Poincaré inequality:

2 ]‘ 2
IF = =fI? < 5 / V12,

which is just a special case Theorem 1.1. A related inequality is the logarithmic
Sobolev inequality (Gross (1976)):

2 f? 2 2
[P < 190

for some o > 0. The last inequality is now well known and has a very wide
range of applications. Especially, it played a critical role in the study of Malliavin
calculus. Now, how about the relation between these two inequalities?
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It was proved by Simon (1976) and Stroock (1984) that in general, we have
A1 = a. Conversely, it was proved by Deuschel and Stroock (1990) that for
compact Riemannian manifold, we have

A1 3)\1—Kd}

a}max{d—K, )

which is sharp when d = 1 or M = S% (d > 2). Thus, our theorem gives at
the same time some new estimates for the constant in the logarithmic Sobolev
inequality.

We have seen from the above proof, especially (2.7), that the coupling plays
an essential role in the study. Hopefully, I do not need to say anymore about the
importance of coupling (cf. Part IV below). It is the position to talk about

PArRT . OPTIMAL MARKOVIAN COUPLINGS

1. Markovian Couplings.

Definition 3.1. Given two Markov processes Pj(t) on (Ex, &%), k =1, 2. A Mar-
kovian coupling is a Markov process P(t) on the product space (E1 X Eq, &1 X &3)
having the marginality:

P(t, 1'1,1132;141 X EQ) = Pl(t,lL'l,Al),

_ (MP)
P(t; T1,To; By X AQ) = Pg(t,xg,AQ), t>0, a2, € By, AL €&, k=1, 2.
Equivalently,
Jff(t)f(xl,@) = Pi(t) f(x1), )

P(t)f(.%‘l,flfg) = Pg(t)f(wg), t>0, zp € E, f S béak, k=1, 2,

where ;& is the set of all bounded &-measurable functions. Here, on the left-hand
side, f is regarded as a bivariate function.

For the remainder of this section, we restrict ourselves to jump processes. To
do so, we need some notation. Let (E, &) be a measurable space such that {(z,x) :
x € E} € & x & and {2} € & for all x € E. It is well-known that for a given
sub-Markovian transition function P(t,xz,A)(t > 0,2 € E, A € &), if it does
satisfy the jump condition

%g% P(t,z,{z}) =1, r€E, (3.1)

then the limits

q(z) := lim 1= Ptz {w}) and q(z,A) := lim P(t,z, A\ {z})

t—0 t t—0 t

(3.2)
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exist for all x € E and A € %, where

X = {A €E: }51%21&12 [1 — P(t,x, {33})] = 0}-
Moreover, for each A € Z, q(-), q(-,A) € &, for each x € E, ¢q(z,-) is a finite
measure on (F, %) and

0<q(z,A) <q(z) <oo forallze Fand A€ Z.

The pair (¢(z), q(x,A)) (x € E, A € Z) is called a ¢g-pair. The ¢-pair is said to
be totally stable if g(x) < oo for all z € E. Then ¢(z, -) can be uniquely extended
to the whole space & as a finite measure. Next, the g-pair (q(w), q(z, A)) is called
conservative if ¢(z, E) = q(x) < oo for all x € E. Because of the above facts, we
often call the sub-Markovian transition P(¢,z, A) satisfying (3.1) a jump process
or a g-process.

When E is countable, conventionally we use the matrices @ = (¢;; : ,j €
E) and P(t) = (pij(t) : 1,7 € E) instead of the g-pair and the jump process
respectively. Here ¢;; = —¢;, i € E. We also call P(t) = (p;;(t)) a Markov chain
or a (Q-process.

In practice, what we know in advance is the g-pair (also called the transition
density or transition rate) (¢(z),q(z,dy)) but not P(t,z,dy). Hence, our real
interest goes to the opposite direction. How does a g-pair determine the properties
of P(t,x,dy)? A large part of the book (Chen (1992)) is devoted to the theory of
jump processes. Here, we would like to mention that the theory now has some very
nice application to the quantum physics which was missed in the book. Refer to
the survey article by Konstantinov, Maslov and Chebotarev (1990) and references
within.

A g-pair is called regular if it is totally stable, conservative and it determines
uniquely a jump process.

We now return to our main context. As it was did in (Chen [1984, 1986]),
we emphasizes the analysis of coupling operators. To illustrate this point, we
introduce a simple result as follows. The total stability of coupling ¢-pairs was
left as a hypothesis in the previous publications.

Lemma 3.2. Let (gx(xk), qr(zk,dyx)) be a regular g-pair, k = 1, 2. Then for any

coupling jump process P(t; 1, x2; dy1, dy2), its g-pair (G(x1,x2), §(z1, z2; dy1, dy2))
on (E1 x FEo, %) should satisfy

q1(x1) V g2(r2) < q(x1,22) < q1(21) + q2(22),

where

R = {fl €& x & lim sup  [1-— P(t;z1, z2; {(z1,22)})] = ()}.

t—0 (Il,Iz)EA

In particular, (q(z1,z2), q(x1,z2;dy1,dy2)) must be totally stable.
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Proof. Denote by Py (t, zk, dyx) the jump process determined by

(qr(zr), qr(zr,dyr)), k=1,2

respectively. By the marginality for processes (MP), we have

P(t; 21, m0; {z1} % {2}) = P(t; 21, w3 {z1} X E3)—P(t; 21, x5 By x (B \ {z2}))
= ﬁ(t;xl,JIg;{LL’l} X Eg) -1+ ﬁ(t; T1,To; B X {332})
= Pl(t,ibl, {xl}) -1+ Pg(t,l‘z, {.132})

By the first part of (3.2), this gives us ¢(z1,22) < ¢1(z1) + g2(x2). On the other
hand, since

P(t; X1,T2; {xl} X {1'2}) < P(t;ml,xg; {1'1} X EQ) = P(t,.%'l, {1'1}),

we obtain ¢(z1,22) = q1(z1). O

Given two regular marginal ¢-pairs, by Lemma 3.2, any coupling ¢-pair should
be totally stable. It seems to the author that any coupling g-pair should also
be conservative. But this is still an open question. (Note added in proof. An
affirmative answer to the question has been obtained by Y. H. Zhang).

From now on, assume that all coupling operators considered below are conser-
vative. Then, we have

N . 1 =Pz, x95{x1} X {x
q(ml,xz):%g% (t; 21 275{1} {2}), (r1,22) € By X Ey

5 F (3.3)
~ ~ . 1 —P(t;zq, 2903
G(x1, 295 A) = lim ( tl 2 ),

(Il,l‘g) ¢ /Nl S (g)l X 602.

Define
0 f(a1) = / @ (1, dy)) [f ) — F(@)], f € v

Similarly, we can define §25. Corresponding to the coupling process P (t) we also
have €. Because of the one-to-one correspondence between a ¢-pair and its oper-
ator 2, we will use both according to our convenience. Now, since the marginal
g-pairs and the coupling ¢-pair are all conservative, it is not difficult to prove that
(MP) implies that

f}f@l?wz) =0 f(x), fevbr (MO)
Qf(wl,:cg) = ng(.%’g), f c béag, T € Ek, k= 1, 2.

Again, on the left-hand side, f is regarded as a bivariate function. Refer to Chen
[1986a or 1992, Chapter 5]. Here, “MO” means the marginality for operators.
Definition 3.3. Any operator Q satisfying (MO) is called a coupling operator.

Before moving further, we recall some coupling operators for Markov chains.
In the following examples, f is a bounded function on F; X Fs.
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Independent coupling ﬁo.
ﬁOf(ilvi2) = (Qlf('a 12))(21) + (QZf(ilv ))(22)’ ik € By, k=1, 2.

This coupling is trivial but it does show that a coupling operator always exists.

To simplify our notation, in what follows, instead of writing down a ()-matrix
or its operator, we will use tables. For instance, a birth-death )-matrix can be
expressed as follows:

i —i+1 atrate b; =¢qiit1
—1—1 at rate a; = Gii—1-

Classical coupling £~2C. Take F1 = F5 = E and let the two marginal QQ-matrices
be the same @@ = (g;;). The coupling process evolves as follows: If i1 # i5, then

(il, ig) — (jl, ig) at rate Qi j,
— (il, ]2) at rate @i, ,-

Otherwise,
(i,3) — (4, j) atrate gj.

Each coupling has its own character. The classical coupling means that the
marginals evolve independently until they meet. Then, they move together. A
nice way to interpret this coupling is to use a Chinese idiom: fall in love at first
sight. That is, the boy and girl had independent paths of their lives before the
first time they met each other. Once they met, they are in love at once and will
have the same path of their lives forever. When the marginal ()-matrices are the
same, all couplings considered below will have the property listed in the last line
and hence we will not mention again.

Basic coupling Q.
. o 1 2
(i1, i2) — (4, j)  atrate qi(lj) A qZ(Q])
.o 1 2)\ +
— (j,42) atrate (qglj). — qEQ;)
— (i, j) atrate (¢2)—g¢"NT, iy, iy € B

i2J i1

The basic coupling means that the components jump to the same place with
the biggest possible rate. This explains where the term qfllj) A %(22]) comes from,
which is the biggest one to guarantee the marginality. This term is the key of the
coupling. Note that whenever we have a term A A B, we should have the other
two terms (A — B)* and (B — A)™ automatically, again, due to the marginality.

Thus, in what follows, we will write down the term A A B only for simplicity.

March coupling Q. Take E = {0,1,2,---} and let

(i1, 42) — (i1 + k,i2 + k) at rate qi(ll’)iﬁk A qf’)i#k,
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here we have used the convention that ¢;; =0 foralli € E and j ¢ E.

The word “march” is a Chinese name, which is the command to soldiers to
start marching. Thus, this coupling means that at each step, the components
maintain the same length of jumps with the biggest possible rate.

In the time-discrete case, the classical coupling and the basic coupling are due
to Doeblin (1938) and Wasserstein (1969) respectively. The march coupling is
due to Chen (1986b). The original purpose for the last coupling is mainly to keep
the order-preservation (cf. Part IV below).

Let us now consider a birth-death process with regular QQ-matrix:

Qii+1 =0, 120; ¢ i1 =a;, =1

Then for two copies of the process starting from i; and i, respectively, we have

Modified march coupling Q.,, (Chen (1990)). Take Q¢ = Q. if i1 —ip| < 1
and Qcm = Qm if ’il — i2| = 2.

Coupling by inner reflection ;. (Chen (1990)). Again, take Q;, = Q. if
|i1 — 22| < 1. For i2 > ’L'1 + 2, take

(il, 12) — (11 + 1, 49 — 1) at rate bil N a;,
— (i1 — 1, i2) at rate a;,
— (i1, 12 + 1) at rate b;,.

By exchanging i1 and i2, we can get the expression of ﬁir for the case that i; > io.

This coupling lets the components move to the closed place (not necessarily
the same place as required by the basic coupling) with the biggest possible rate.
From these examples one sees that there are many choices of coupling operator
Q. Indeed, there are infinite many choices! Thus, in order to use the coupling
technique, a basic problem we should study is the regularity of coupling operators.
For which, fortunately, we have a complete answer (Chen [1986a or 1992, Chapter

5]).
Theorem 3.4. If the given two marginal g-pairs are regular, then any coupling ¢-

pair (resp., operator) is regular. Conversely, if a coupling g-pair is regular then so are
its two marginals. Moreover, (MP) and (MO) are equivalent.

Clearly, Theorem 3.4 simplifies greatly our study on couplings for general jump
processes since the marginality (MP) of a coupling process is reduced to the rather
simpler marginality (MO) of the corresponding operator.

2. Optimal Markovian Couplings.

Since there are infinite many Markovian couplings, I asked myself several times
in the past years: Does there exist an optimal one? Now, let me explain the way
how I obtained a reasonable notion for optimal Markovian couplings. The first
time we touched this problem was in Chen and Li (1989). It was proved there
for Brownian motion, the coupling by reflection (introduced first by Lindvall and
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Rogers (1986) in terms of stochastic differential equations) is optimal with respect
to the total variation and moreover, for different probability metrics, the effective
couplings can be different. At the second time, in Chen (1990), it was proved that
for birth-death processes, we have an order as follows:

Qir = O = Qo = Qem = Ui,

where A > B means that A is better than B in some sense. However, only in the
last summer, it became clear to the author how to optimalize couplings.

To study optimal couplings, we need one more preparation. As was mentioned
several times in the previous publications (Chen [1989a, 1989b, 1992] and Chen
and Li (1989)) that it should be helpful to keep in mind the relation between
couplings and the probability metrics. It will be clear soon, this is actually one
of the key ideas of the study. So far as I know, there are more than 16 different
probability metrics, including the total variation, the Lévy-Prohorov metric for
the weak convergence and so on. But we often concern with another metric W.
Let (E, p, &) be a metric space. The minimum L!-metric W is defined by:

W (P, Py) = igf/p(xl,xz)ﬁ(dxl, dzs), (3.3)
P

where P varies over all couplings of P; and P,. This metric has many different
names. It plays an important role in the study of random fields and interacting
particle systems. Here, we mention a result due to Dobrushin (1970), which says
that W is equivalent to the Lévy-Prohorov metric when p is bounded and W
equals half of the total variation when p is the discrete metric d: d(z,y) = 0 if
x =y and d(z,y) = 1 if 2 # y. Refer to Chen [1992, Chapter 0 and Chapter 5]
for more information about W.

In view of (3.3), we see that any coupling provides an upper bound of W (P, Py).
Thus, it is very natural to introduce the following notion.

Definition 3.5. A coupling P of P; and P, is called p-optimal if

/p(xl,mg)P(dxl,dxg) =W(Py, P).

Now, it is natural to define the optimal coupling for time-discrete Markov
processes without restricted to the Markovian class. In the special case of p being
the discrete metric (or equivalently, restricted to the total variation), it is just the
maximal coupling, started by Griffeath (1975). However, it is well known that
the maximal couplings are usually non-Markovian. Even though the maximal
couplings as well as other non-Markovian couplings now consist of an important
part of the theory and have been widely studied in the literature (refer to Lindvall
(1992) and references therein). They are difficult to handle especially when we
come to the time-continuous situation. Moreover, it will be clear soon that in
the context of diffusions, to deal with the optimal Markovian coupling in terms
of their operators, the discrete metric will lost its meaning. Thus, our optimal
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Markovian couplings are essentially different from the maximal ones. It should be
also pointed out that the sharp estimates introduced in Part II are obtained from
the exponential rate in the W-metric with respect to some much more refined
metric p rather than the discrete one.

Replacing P, and P with Py(t) and P(t) respectively and then going to the
operators, it is not far away to arrive at the following notion (cf. Chen (1993a)
for details):

Definition 3.6. A coupling operator ) is called p-optimal if
Qp(ar,22) = i%fﬁp(ﬂﬁh T2)

for all 1 and x2, where Q varies over all coupling operators.
To see the notion is useful, let me introduce one more coupling.

Coupling by reflection. Given a birth-death process with birth rates b; and death
rates a;. The coupling evolves in the following way: If i =41 + 1, then

(il, Zg) — (Zl — 1,10+ 1) at rate a;; A big
— (i1 + 1, i2) at rate b;,
— (i1, 12 — 1) at rate a;,.

If ig 2 ’L.l + 2, then

(il, ’LQ) — (’Ll — ]_, 1o + 1) at rate ay, VAN biQ
— (i1 +1,i2 —1) atrate b, Aai,.

By symmetry, we can write down the rates for the other case that i; > is.

Intuitively, the reflection in outside direction is quite strange since it makes the
components apart by distance 2 but not by 1. For this reason, even though the
coupling came to my attention years ago, I never believed that it could be better
than the coupling by inner reflection. But the next result changes my mind.

Theorem 3.7 (Chen (1993a)). For birth-death processes, the coupling by reflec-
tion is p-optimal for any translation-invariant metric p on Z, having the property:

Up = p(07k+1)_p(07k)7 k>0
is non-increasing in k.

To see that the optimal coupling depends heavily on the metric p, note that
the above metric p can be rewritten as

p(ig) = Y uk
k<|i—j]

for some positive non-increasing sequence (ug). In this way, for any positive
sequence (uy), we can introduce another metric as follows:

S - Y .

k<i k<j

pli,j) =

Because (uy, > 0) is arbitrary, this class of metrics is still quite large. Now, among
the couplings listed above, which one is p-optimal coupling?
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Theorem 3.8 (Chen (1993a)). For birth-death processes, every coupling men-
tioned above except the trivial one is p-optimal.

This result is again quite surprising, far away from our probabilistic intuition.
Thus, our optimality does produce some unexpected results!

3. Couplings of diffusion processes.

We now turn to study the couplings for diffusion processes in R with second
differential operator

d
b
Zj: )52 wﬁz

i=1
For simplicity, we write L ~ (a(z),b(x)). Given two diffusions with operators
Ly ~ (ag(x),bi(z)), k=1,2

respectively, it is clear that the coefficients of any coupling operator L should be

of the form
o= (22 = ().

This condition and the non-negative definite property of a(z,y) consist of the
marginality in the context of diffusions. Obviously, the only freedom is the
choice of ¢(z,y).

As analog of Markov chains, we have the following examples:

Classical coupling. c(z,y) =0.

March coupling (Chen and Li (1989)). Let ai(z) = ox(x)ok(x)*, k =1, 2.
Take c(z,y) = o1(x)o2(y)*.

Coupling by reflection. Let L, = Ly. Take

—1 7%
. oy tau
c(z,y) =o(x)|o(y)" — 2|0((y))_1ﬂ|2 , deto(y) #0
(Lindvall and Rogers (1986), Chen and Li (1989)) or

c(z,y) = o(z)[I — 2uu*)o(y)* (Chen and Li (1989)),

where 4 = (x — y)/|x — y|.

We are now ready to study the optimal couplings for diffusion processes. Given
a metric p € C?(R? x R?\ {(x,z) : * € R?}), a coupling operator L is called
p—optimal if
Lp(z,y) = irzlfp(w,y), T #y,

where L varies over all coupling operator.
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Theorem 3.9 (Chen (1993a)). Let f € C*(R4;Ry) with f(0) =0, f/ > 0 and
17 <0. Set p(z,y) = f(|z — y|). Then, the p-optimal solution ¢(x,y) is given as
follows.

(1) If d =1, then ¢(z,y) = —+/a1(z)az(y) and moreover,
Flr=al) = 5 (Vara)+Vaalu) "oyl + 020D oy,

Next, suppose that a; = o7 (k =1, 2) is non-degenarated and write

c(x,y) = ou(x)H* (2,y)oa(y)-

(2) If f7(r) < 0 for all r > 0, then H(z,y) = U(y) " [U(1)U(7)*]"/*, where

_ eyl —yl) o (V] — ~EE e
=1 ) d U(y) = o1(z)(I — yua")os(y).

(3) If f(r) =, then H(z,y) is a solution to the equation:

U)H = (UmU(1))"?

(4) In particular, if f(r) = r and ax(z) = @x(z)o? for some positive function
r (k =1, 2), where o is independent of = and deto > 0. Then H(x,y) =
I — 20 Yuu*o=1/|c~1u|?. Moreover,

Lf(lz —yl)

1 2 2 _12
:m{W%(w)—\/soz(y)) [tro? = |oal?] + 2(z — y, bi(2) — ba(y)) }

Finally, without the condition “f(r) = r", part (4) still holds provided the metric
p(z,y) = f(|x —y|) is replaced by p(z,y) = f(Jo~*(x — y)|). Furthermore,

Lp( (\/wl )+ Vo) 1 (jo @ —y)])

=3
+{w—n<¢wmw—v¢xm)?+%a”tvwxa*%mmrwxw»}

Fjo (= - y))
oz —y)|

Note that in the last assertion of the theorem, we have replaced the ordinary
Riemannian metric I with the new one o~2. This idea is useful in other cases
(see Chen (1993a) and Chen and Wang (1993b)). The above theorem can be
used to improve the previous results on success of couplings and the gradient
estimates (Chen and Li (1989), Cranston (1992)). See also the next part. As
a generalization of the Euclidean case, the coupling by reflection for Brownian
motion on Riemannian manifold was constructed by Kendall (1986). See also
Cranston (1991).
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PArRT IV. APPLICATIONS OF COUPLING METHOD

It should be helpful for the readers, especially for the newcomers, to survey
some applications of couplings. Of course, the applications discussed below can
not be complete and depend on the personal test. One may refer to Liggett (1985)
and Lindvall (1992) for additional information. Again, we emphasize the main
ideas by using couple simple examples. In particular, throughout this part, the
metric is taken to be p(z,y) = |z —y|. That is, f(r) = r. In view of Theorem 3.9,
this metric may not be optimal since f” = 0. Thus, in practice, an additional
work is often needed in order to figure out an effective metric p.

1. Spectral gap. Exponential L?-convergence.

_ Consider the Ornstein-Uhlenbeck process in R?. By Theorem 3.9, we have
Lp(z,y) < —p(x,y) and so

E"p(X;, Vi) < pla,y)e . (4.1)

As we mentioned before, this gives us Ay > 1, which is indeed exact! Refer to
Chen and Wang (1993b) for general results and much more examples.

2. Algebraic L2-convergence. Lipschitz contractivity.

If the process is not exponential L?-convergence, one may look for a slower
convergence:
|P@#)f —nfll SV(f)/t", t>0, feL*r)

for some V' : L?(7) — [0,00] and v > 0. Such convergence is called algebraic
or geometric L?-convergence. It turns out that in this context, the follow-
ing Lipschitz contractivity plays a critical role (cf. Liggett (1991) and Chen
(1993a)):

LPW)S) < L(). 120, (42)

where L(f) is the Lipschitz constant of f. The coupling method provides a natural
tool to deduce the property (4.2). For instance, for Brownian motion in R%, since
Lp(z,y) < 0, we have E*Yp(X;,Y;) < p(x,y). In other words, (4.2) holds. Even
though the proof is extremely simple and very natural. It is indeed enough for us
to improve some previous results (see Chen (1993a)).

3. Ergodicity.

The coupling method is often used to study the ergodicity of Markov processes.
For instance, for Ornstein-Uhlenbeck process, from (4.1), it follows that

W(P(t,z,-),n) < C(z)e™t, t>0, (4.3)

where 7 is the stationary distribution of the process and W is the minimum L!-
metric. The estimate (4.3) simply means that the process is exponentially ergodic
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with respect to the minimum L!-metric. See Chen [1992, Chapter 14] and Chen
(1993b) for details.

Recall that the coupling time T is defined by T' = inf{t > 0 : X; = Y;}. Start-
ing from time T, we can adopt the march coupling so that the two components
will move together. Then, we have

|P(t,z,-) = P(t,y, ) lvar < 2E™YI[x,2y,) = 2P"Y[T > t]. (4.4)

If P*Y[T > t] — 0 as t — oo, then the existence of a stationary distribution
plus (4.4) gives us the ergodicity with respect to the total variation. See Lindvall
(1992) for details and references on this topic. Actually, for Brownian motion, as
pointed out in Chen and Li (1989), the coupling by reflection provides the sharp
estimate for the total variation.

4. Gradient estimate.

Recall that for every suitable function f, we have

AT
@)= 1) = B £ (Xuna) = F(Vinr)] =B [ [LF(X) = L ()]s
Thus, if f is L-harmonic, i.e., Lf = 0, then we have

f(@) = fly) =E"Y[f(Xenr) — f(Yenr)]-
Hence
[f(x) = fFW)] < 2| flloc PPH[T > 1]

Letting t — 0o, we obtain

[f (@) = f(y)] < 2|[flloc P*¥[T = o0].

Now, if f is bounded and P*¥[T" = oo|] = 0, then f =const. Otherwise, if
P*¥ [T = oo] < const. p(z,y), then we get

|V flloo < const. || f]|oo,

which is the gradient estimate we are looking for (cf. Cranston (1991, 1992) and
Wang (1992a, 1993c, d)). For Brownian motion in R%, the optimal coupling gives
us P*Y[T < oo] =1, and so f = const. We have thus proved a well-known result:
every bounded harmonic function should be constant.

5. Construction of reaction-diffusion processes.

The state space is sz, which is not locally compact. Since the state space
is quite poor, the usual technique of constructing the Markov processes is not
suitable. Our construction goes as follows: Take a sequence (A,,) of finite subsets
of Z% instead of Z¢, we obtain a sequence of Markov chains P, (t,z,-) (n > 1)
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with state space Z/}r”. Then, prove that (P,(t) : n > 1) is a Cauchy sequence in
the minimum L'-metric W with respect to the metric p:

pla,y) = 3 kulvu—yul,  w=(re:u€Z?), y=(y.:uezd)ez?,
ucZ9

where (k) is a positive sequence on Z<. To do so, we adopt the coupling approach.
This probability metric W, which is stronger than the weak convergence since
the metric p on the state space is unbounded, enables us to prove not only the
existence of a limit P(¢,x,-) of the sequence (P,(t,z,-)) for fixed ¢ and x but
also the Chapman-Kolmogorov equation of P(t,z,-). Furthermore, the coupling
method is used to study the ergodicity of the infinte-dimensional process. Refer
to Chen [1992, Part IV and 1993b] for details.

6. Construction of diffusion processes on Sierpinski carpet.

Since the state space is irregular, the traditional construction is again not
suitable. Actually, the construction of diffusion processes on higher dimensional
(d > 3) Sierpinski carpet was opened for several years. It has been solved very
recently by Barlow and Bass (1993). The main tool to overcome the difficulty is
again the coupling method.

7. Comparison results.

The stochastic order occupies a critical position in the study of probability
theory as the usual order-relation is an fundamental structure in mathematics.

Definition 4.1. Let .# be the set of all bounded monotone increasing functions in
R? with respect to the ordinary semi-order “<”". Given i, pus € Z(R?), we say
that puy < po if for all f € A, p1f < paf. Given two processes Pi(t) and Ps(t) in
R, we say that Py (t) < Py(t) if for all f € .4, Pi(t)f(x1) < Py(t)f(x2) whenever
x1 < xo. If in addition Py (t) = P»(t), we call P;(t) monotone.

The coupling method provides a natural way to study the order-preserving
property. Refer to Chen [1992, Chapter 5] for the study on jump processes. Here
is an example for diffusions.

Example 4.2. Consider two diffusions in R with
ar(z) = az(z) = a(x), b1(x) < ba(x). (4.5)
Then, we have P;(t) < Ps(t).

The conclusion was proved in Ikeda and Watanabe [1981, Section 6.1] by using
stochastic differential equation. The same proof with a slight modification works
if we adopt the march coupling.

Actually, a criterion for the order-preservation for multidimensional diffusion
processes is now presented in Chen and Wang (1993a). From which, we see that
the condition (4.5) is not only sufficient but also necessary. A related topic, the
preservation of positive correlations for diffusions, is also solved in the same paper.

To illustrate an application of the study, let me introduce a simple example.
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Example 4.3. Let ;4 be the Poisson measure on Z_ with parameter \:

Then, we have p* < u/\/ whenever A\ < ).

I have seen in some books, one proved such kind of result by constructing a
coupling measure i so that a{(z,y) : = < y} = 1. Of course, such a proof is
lengthy. So I now introduce a very short proof based on the coupling argument.

Consider a birth-death process with rate

pr (k +1)

) /<:+1T as AT.

alk)y=1,  WNk) =

Denote by P*(t) the corresponding process. It should be clear that
PMt) < PM(t) whenever A< X

(cf. Chen(1992, Theorem 5.26)). Then, by ergodic theorem,
Xp o1 A < 1 N _ N
prf = lim PA@)f < lim PY(8)f = p” f

for all f € .#. Clearly, the technique by using stochastic processes (goes back to
Holley (1974)) provides an intrinsic insight of the order-preservation for probabil-
ity measures.

An aspect of the applications of coupling method is to compare a rather com-
plicated process with a simpler one. To get some impression, we introduce an
example which was used by Chen and Lu (1990) in the study on large deviations
for Markov chains.

Example 4.4. Consider a single birth Q-matrix ) = (g;;), which means that
¢iji+1 >0, and ¢; =0 forall j>i+1,

and a birth-death Q-matrix Q = (g;;) with @; ;-1 = Zj<i Gij- If Giit1 > ¢iip for
all i >0, then P(t) < P(t).

The conclusion can be easily deduced by the following coupling:

(il, 12) (Zl k, iQ - 1) at rate Gi1,i1—k VAN GQis,io—k
— (Zl - k ZZ) at rate (Qi1,i1—k - Qiz,ig—k)Jr
— (21, 12 — 1) at rate (qiz’iQ,k — qil’ilfk)—i_
— (21 + 1 19 + 1) at rate Qiq i1 +1 A (ji2,i2+1
— (21 +1, 22) at rate (Qi17i1+1 — (jig,z’2+1)+
— (i1, i2 + 1) at rate  (Giyig41 — Gir,in+1)

here we have used the convention: ¢;; = 0 if j < 0. Refer to Chen [1992, Theo-
rem 8.24] for details. This example illustrates the flexibility in the application of
couplings.
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On Ergodic Region of Schlogl’s Model

Mu-Fa Chen*

Abstract. One challenging problem in the context of reaction-diffusions is to prove the
ergodicity or non-ergodicity for the Schlégl’s models. As an application of the recent
progress on optimal Markovian couplings, this paper improves considerably the ergodic
region of the second Schlégl model. The model is simplified based on an observation
between the microscopic reaction-diffusion processes and the corresponding macroscopic
reaction-diffusion equations. The resulting bound for ergodicity provides us an explicit
picture and it is hopped that this would be helpful both for understanding the models
and for the further study.

1991 Mathematics Subject Classification: 58G32, 58G25.

1. Introduction

This paper deals with the reaction-diffusion processes on S = Z% with state space
E = Zi and formal generator

Of@) = 3 {b@) [f@+ ) = f@)] +alwn) [f(z - ) - f(2)]}

u€esS
+ Z xup(u7 U) [f(.%' — €y + ev) - f(.’IJ)],
u,vES
x=(z,:u€s)EE, (1.1)

where e, is the unit vector in Z having value 1 at u and 0 elsewhere, (p(u,v))
is a translation invariant transition probability on S with p(u,u) = 0. Usually,
ar = a(k) and by, = b(k) are polynomials:

mo—+1

b = Zﬂjk(j)’ ap = Z 8,k
j=0 =1

where my is a fixed integer, 3;, 6; > 0, B0, 01, Omer1 > 0 and k) = k(k—1)--- (k—
j +1). The operator consists of two parts. The second sum in (1.1) describes the
diffusion of the system between u and v and the first sum corresponds to the
reaction in u. The processes were constructed by Chen (1985) in a more general
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setup (see [4]). Most part of the paper is concentrated on two special cases, where
the birth rate b, and the death rate a are as follows:
1.1. Schlégl’s first model

br = Bo + Bik, ap = 61k + dok(k — 1), Bo, B1, 01, 62 > 0.
1.2. Schlégl’s second model
br = Bo + Bok(k — 1), ar = 61k + 03k(k — 1)(k — 2), Bo, B2, 1, 63 > 0.

The Schlogl’s models (introduced in 1972) are typical ones in non-equilibrium
statistical physics. They have received a lot of attentions by many authors in the
past two decades. The readers may refer to [4; Part 4] for an exploration of the
current status of the study and for more complete references. However, it seems
to the author that the story is still quite a distance to be finished. Especially, we
do not know at the moment whether the models exhibit phase transitions or not.
It is one of the main open problem in this context, an ergodic conjecture is now
made in [9; Conjecture 1.3] for a closed related model.

Before moving further, let us mention some related results. First, the finite
dimensional processes (i.e., |S| < 0o) are always (exponentially) ergodic!']. Tt was
proved in [2] that the above Schlégl’s models are ergodic under the conditions

P < b (1.2)
and
51> o+ 25 +ﬁ—§(>25) (1.3)
1 2 4 3 353 = 2 .

respectively. Then, the results were improved as follows:

Neuhauser (1990): All 55, and 0y (k > 1) are large enough = ergodicity  (1.4)
Chen (1990): Fixed (i and 6 (k > 1

~—

Bo is large enough = ergodicity  (1.5)

Note that 3y does not appear in (1.2

~—

—(1.4). In the reversible case, that is,
(k+ 1)bi/ag+1 = Br/0k+1 is independent of k (1.6)

([4; Theorem 14.20]), it was proved by Ding, Durrett and Liggett (1991) that the
processes are always ergodic (see also [6]). Except in this lower dimension of pa-
rameters, the processes are irreversible. From physical point of view, the reversible
case is less interesting since the Schlogl’s models came from non-equilibrium sys-
tems rather the equilibrium ones. In [3], some explicit sufficient conditions for
ergodicity were presented for the first Schlogl model but not for the second one
since the latter is too complicated to handle.

The study of this paper is based on the following two aspects of new progress:
First, the coupling technique is now understood much deeply. Recall that the
results (1.2)—(1.6) were all proved by reducing the infinite dimensional case to the
one-dimensional one (and so is comparable with a birth-death process), choosing
a translation invariant distance on Z, and using different couplings. The main
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difference of the proofs can be summarized as follows:

Results Tools
(1.2) and (1.3) ordinary distance, march coupling
(1.4) finer distance, march coupling
(1.5) refined distance, coupling by inner reflection.

See the next section for details about the couplings mentioned here. Recently, it
has been proved in [5] that the optimal Markovian coupling for birth-death pro-
cesses is not the coupling by inner reflection but the coupling by reflection within
the class of translation invariant distances on Z . Furthermore, the optimality of
couplings depend heavily on the distance. These ideas lead us to improve the pre-
vious works on the ergodicity of the processes. We adopt either the new coupling
(Theorem 2.1) or a new (non-translation invariant) distance (Theorem 5.1). The
resulting ergodic region is considerably enlarged. We believe that the idea should
also be valuable for many other situations.

The second recent progress is on the relation between the processes and the
corresponding macroscopic reaction-diffusion equation:

m0+1
PRV MRS W
Jj=1

f(0,r) = (7"),

where g is a non-negative bounded C?(R%)-function with bounded first derivative.
Recall that a non-negative, spatially homogeneous solution fy(t) to Eq.(1.7) is
called asymptotically stable if there exists a § > 0 such that for any solution
f(t,r) to Eq.(1.7), whenever |f(0,7)— fo(0)| < d, we have lim;_. | f(¢,7)— fo(t)| =
0. Next, let Ay > Ay > -+ > A\ (k < mo+ 1) denote the non-negative roots of the
equation:

(1.7)

m0+1

mo
D BN = > 5N =0, (1.8)
j=0 j=1

where \; has multiplicity m; (1 < j < k). The following result is due to X. J. Xu
([4; Theorem 16.3]).

Theorem 1.3 The solution f(t,7) = \; to Eq.(1.7) is asymptotically stable iff
m; is odd and ngi_l m; is even.

Briefly, the connection of the two subjects is as follows. For every r € R?, set
[r/e] = ([r1/e],- -, [ra/e]) € Z%. Denote by (X,(t)) for a moment the rescaling
process corresponding to the formal generator (1.1) with a factor =2 in front of
the second sum. Let p* be the product of Poisson distribution with parameter
A and denote by EZ . the expectation of the rescaling process starting from p*.
Then,

f(t,r) = i%EZAX[T/E] (t) (1.9)
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satisfies (1.7) with g(r) = XA (cf. Boldrighini et al [1] or [4; Chapter 16]). Thus, an
asymptotically stable root \; means that for every A, close enough to A;, we have
f(t,r) = Aj as t — oo.

As mentioned in [4; page 520], all known ergodic or non-ergodic results are
consistent with Theorem 1.3. For instance, in the reversible case, there is only one
non-negative root, which is asymptotically stable by Theorem 1.3. Accordingly,
the model has no phase transitions. Next, consider the first Schlégl model with
Bo = 0. Then, Eq. (1.8) has two roots A\; = (81 — d1)/02 and Ao = 0. It is easy to
see that \; is asymptotically stable but not As. This conclusion is reasonable since
there is a phase transition whenever 3; is large enough [4; Theorem 15.8]. However,
if Bp > 0, then there is only one non-negative root and hence asymptotically stable.
From this, one may conjecture that there would be no phase transition for the first
Schlégl model and there would exist phase transition for the second Schlégl model
since for the latter one not every solution being asymptotically stable. Hence, the
second model is more interesting. However, in these two different contexts the
objects are actually quite different. There is a scaling factor =2 (¢ | 0) in front of
the diffusion rate x(u)p(u, v) in the study of hydrodynamics in order to obtain the
Laplacian in the equation. Thus, in order to regard Eq. (1.7) as an approximation
of the particle systems, as indicated by (1.9), the diffusion rate should be large.
Alternatively, if we fix the diffusion rate to be 1, then the reaction rates a; and by,
should be replaced by £2a;, and £2b;, respectively. From this point of view, (1.4)
and (1.5) are also consistent with Theorem 1.3.

Next, note that for the second Schlogl model, the role played by each of the
parameters (B and 0 is not clear at all. It seems too hard and may not be
necessary to consider the whole parameters. Based on the above observation and
to keep the physical meaning (see Section 3 for details), we fix fs = 6a (o > 0),

91 = 9« and 63 = . Then, when Gy € (0,4«), there are three roots A\; > Ay >
A3 2 0. By Theorem 1.3, A\; and A3 are asymptotically stable but not Ay. When
Bo = 4a, we have Ay = 1 with m; = 2 and A; = 4, \; is asymptotically stable

but not A. As for By > 4«, there is only one non-negative root which is certainly
asymptotically stable. Hence, we guess that the ergodic region should be located
in (4a, 00) for sufficient small . Of course, the assertion is true in the reversible
case, for which, we have 8y = 36c. On the other hand, as mentioned in Durrett
and Neuhauser®! that the reaction-diffusion equations are usually the end of the
study of hydrodynamical limits of the reaction-diffusion processes. But we (also
[8]) are in the opposite direction, i.e., using the reaction-diffusion equation to
investigate the microscopic processes. The main point used in [8] to prove some
kind of phase transitions for the reaction-diffusion processes with absorbing state
x, = 0 is to look for the critical value at which the speed of the traveling wave
solution to (1.7) changes its sign. Let us mention, without details, that in our
present situation, this critical value is By = 2«. From this point of view, the
phase transitions would be appeared in (0, 2a). Based on these considerations,
we propose a typical non-trivial case, for which we have more precise picture as
shown below.
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Theorem 1.4 Consider the second Schlogl model with Gy = 2a, G2 = 6a, 61 = Y«
and d3 = «. Then, the processes are exponentially ergodic for all a > 0.7303.

We remark that (1.3) does not work for the present situation and the er-
godic region provided by the previous method!®! is o > 31.788 (Proposition 2.3).
When a = 0, the reaction-diffusion processes are just the well-known zero-range
processes for which there exist many invariant measures and so are non-ergodic.
Intuitively, the ergodicity of a reaction-diffusion process is mainly controlled by
the reaction part. However, the exponential rate (=~ 4«) of the reaction part goes
to zero as o — 0. Therefore, there may exist a critical value «a. so that the
processes would not be ergodic for all a < a.

Two main general results of the paper are Theorem 2.1 and Theorem 5.1. The
bound given in Theorem 1.4 is obtained with the help of a computer. Certainly,
a rough bound can be derived by hand. We prefer the numerical bound not only
for showing the power of the method but also for understanding the model. The
proof of Theorem 1.4 is given at the end of the paper, based on Theorem 5.1. A
weak bound (3.013), based on Theorem 2.1, is presented in Section 4. Roughly
speaking, the proof given in Section 4 uses a translation invariant distance but a
rather finer coupling and in Section 5, we adopt a particular distance but use a
simple coupling. The reason for the specific choice of §;’s and §x’s is explained
in Section 3. In the next section, some necessary preparations are introduced and
the main steps of the proof are sketched. Finally, one may jump from here to the
last section for a quick glance at the paper.

2. Preliminaries. The First General Result

In this section, we first recall some couplings which will be used throughout the
paper. Then, we introduce the general procedure for proving the ergodicity by
using the coupling method.

Given two regular birth-death processes with the same birth rate g; j4+1 := b;
and death rate ¢; ;—1 := a;, starting from ¢; and i respectively. The classical
coupling evolves as follows:

i1 # 19, ('L.la i) — (.jla iz) at rate i ja
— (’L'1, ]2) at rate Qigjg-
Otherwise,
(ia Z) - (]7 J) at rate QZj
All couplings considered below will have the property listed in the last line and
hence we will not mention again. The march coupling evolves as follows: If
il 75 ig, then
(il, ig) — (i1 + k, is + k?) at rate @, i 4k N Qg intk
- (Zl + ka ZQ) at rate [qi17i1+k - Qi27i2+k]+
— (i1, i2 + k) at rate [y ,ip+k — Qiv,is+kl T
here we have used the convention that ¢;; = 0 for all i € Z j ¢ Z. The key of
this coupling is the first line. Whenever we have a term A A B, we should also have
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the other two terms (A — B)™ and (B — A)" automatically, due to the marginality
for Markovian couplings. Thus, in what follows, we will write down the term AA B
only for simplicity. Next, the coupling by inner reflection is defined as follows.
If i, =71 + 1, then we adopt the classical coupling. If 75 > i1 + 2, take

(’il, ZQ) — (’Ll + 1, 149 — 1) at rate bi1 A 7P

By exchanging i; and 49, we can get the rates of the coupling for the case that
i1 = 1. Finally, the coupling by reflection evolves in the following way: If
i3 = i1 + 1, then

(i1, i2) — (i1 — 1, i2 + 1) at rate a;; A b;,.
If i5 > i1 + 2, then
(i1, 92) = (i1 — 1,492+ 1) at rate a;, A b,
— (i1 +1,i2— 1) at rate b, Aay,.
By symmetry, we can write down the rates for the case that i1 > is.

It was proved in [5] that the coupling by reflection is p-optimal for any transla-
tion-invariant distance p which has the property that

ug == p(k +1,0) — p(k,0)

is decreasing in k. In this and Section 4, we consider this type of distances only.
We now return to the infinite dimensional case. For the diffusion part, through-
out this paper, we adopt the march coupling:

(z,y) = (r —eutey, y—eyte,) atrate (zy Ayu)p(u,v)
— (z—ey+ ey, y) at rate (xy, — yu) " plu,v)

As for the reaction part, each component is a birth-death process, we can sim-
ply use one of the couplings listed above. Then, couple the different components
independently. Because of the construction, without any confusion, we will use
the same names of couplings for the reaction-diffusion processes as that for the
birth-death processes. Let Q, be the coupling operator of our reaction-diffusion
processes by reflection. Given a positive sequence (uy) with ug = 1, which will be
determined later, define F'(k) = > ,_; u;. Assume that x <y (i.e., z, <y, for
all u € S) and write k = y,, — x,, > 0. Then, we have

QP (k) ={ = bl@a)u—1 — alya)un-1 + [a(a) Abya)] (u + wei)
+ [a(za) — bya)] Twk + [blya) — a(xu)ruk}fk:l

- { [b(2) A a(ya)] (ko + k1) + [b(z) — alyu)] urs

+ [a(yu)

(

— [a Ty,)

()] "1 = [a(za) A b(ya)] (we + ups1)
(yu)] +uk - [b(yu) - a(xu)] +Uk}Ik>2
+ Z(yv — Zy)p(v, w)u, — k Zp(u, V)Ug_1,

v

—-b
-b
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where I;— is the indicator of the set {(:1:, Y) D Yy — Ty = 1}. Collecting terms, we
obtain

Q. F(k) :{ [a() A b(ya) 1+ [a(z) V ()t — [b(@u) +alyu) + ] s }szl
o+ { [a@a) A b ursr + [al@a) V blya)] s
— [b(za) V alya) + Kug—1 — [b(za) A alya)] uk_g}f,@z
+ > (Yo — 20)p(v, u)ux. (2.1)

What we need to do is to find out an £ > 0 and a positive decreasing sequence
(ug) with ug =1 so that

ﬁ?’F(k) < —€F(k’) —k+ Z(yv - l‘v)p(l}?u)uk
< —eF(k) —k+ 3 (yo — x)p(v, ). (2.2)

Here, in the last step, we have used the fact that up < ug = 1. This is the main
place we have to lost a bit, but it enables us to reduce the infinite dimensional
case to the one-dimensional one. Actually, by using the translation-invariance
and the order-preserving property of the coupling, it follows from (2.2) that for
all translation invariant z (i.e., x, =some m € Z,) and y with = < y,

E“YF(Ya(t) - Xu(8) SECVF(Ya(1) - Xu(1))e =D, t> 1, ueS. (23)

where X (t) = (X, (¢t) :u € S) and Y(t) = (Yu(t) : w € S) are the processes start-
ing from = and y respectively. Now, (2.3) plus the monotonicity, the translation-
invariance and the finiteness of the moments of the process gives us the ergodicity.
Refer to [4; Chapter 14] for details.
Set u_1; = 1 and define
r(i,k) = [bi Vg + k] Up—1 + [bi A ai+k}uk—2
— [ai V bi+k]uk — [ai A bi—i—k] Uk+1, 120, k>1.

Combining (2.1) with (2.2), what we need is the following condition.

inf r(i, k) —k

>0  F(k) c K (2:4)

To simplify the condition (2.4), we introduce the differential operator Ay f(i) =
fl+k)— f(i) and set A = A;. Then, some elementary computations give us
’I“(i, k‘) = [Aka(z) — Akb(’b) + k] Up_1 + [ai + bl+k] (uk_l — ’U,k)
+ [bz/\ Q/Z'_I_k] (uk_g —uk_l)—|— [ai/\ bz—l—k] (’LLk —Uk+1), 120, k>1. (25)
In particular,

T(O, k) = [bo +ar + k} Up—1 + [bo N ak] (uk,Q - uk,l) - bkuk, k = 1. (26)
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Since the degree of aj, is higher than that of b, for each k£ > 1, there exists the
minimal integer i,, independent of the sequence (uy), so that Aga(i) — Agb(7) is
increasing in ¢ for all 7 > ¢;. Thus, there exists an integer i} < i), depending on
(ug), so that
oy N ‘ S

r(iy, k) Oglgnzk r(i, k) Z}g(f)r(z, k), kE>1
Similarly, there exists uniquely a k (independent of (uy)) so that for each k& >
k, Ara(i) — Agb(i) is increasing in i(> 0). Furthermore, there is uniquely a k*
(depending on (ug)) < k so that r(i, k) is increasing in i(> 0) for all & > k*.
Hence, the condition (2.4) can be rewritten as follows.

M/g 1<k<k*—1

F(k) (27)
M e k> k*

Fk)y ~7 -

The above consideration leads to the following construction of (uy). Fix e > 0. Let
l=wu_1=wup =" = ug >0 (depending on ¢) be a solution to the inequality

M>5’ 1<k<kr—1,
F(k) (2.8)
r(0,k*) — k* . '
F(k*) 7
Then, take
bo Vag + klug_1 + |bg A o —k—cF(k
= up(e) = wp_1 A [0 ag ]Uk 1 [Zk ak]uk 2 eF( )\/0,
k>k*+1. (2.9)

Now, we can summarize the above discussions as follows.

Theorem 2.1 The reaction-diffusion processes are ergodic if for some ¢ > 0,
ug, > 0 for all k.

We have seen that it is not trivial at all to figure out the sequence (uy) (unlike
the sequence (i) given below) since i} (1 < k < k* — 1) and k* all depend on
(ug). Before moving further, let us recall the u-criterion presented in [3]. Define

bi + ait1 —
do=1, @iy —inf i OHLTE g
20 a; + bit1
bi V ik g1+ [b A i |in_o—k—e >t
i = inf[ skl + | ]2 20 U Vo, k=2
i>0 a; + btk
(2.10)

Then, one of main results in [3] says that for fixed 8y and 0, (kK > 1), we have
i > 0 for all k& whenever 3y is big and ¢ is small. The conclusion also holds in
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the case of Theorem 1.4 for large enough «. The sequence (uy) comes from

Aa(i) — Ab(i) + [a; + biy1 ] (1 — @) =€, >0,
{[Aka(z) — Akb(l) + k‘] Up_1 + [bz AN ai+k] (ﬂk_g — ﬂk—l)

+ [ai + bigr) (@r—1 — Ux) — k}/(l + U+ Upo1) €,
i>0, k=2 (2.11)

which is an analog of (2.4), but replacing the coupling by reflection with the
coupling by inner reflection. From this, it is easy to check that sequence (u = )
defined by (2.10) should satisfy (2.11) and hence (2.8). We have thus proved
that a positive sequence (uy) does exist whenever « is large enough. Moreover,
Theorem 2.1 improves the previous u-criterion.

Next, let us consider the first Schlogl model. Because

Aka(z) — Akb(’l) = (51 - 61)k + 52k[]€ + 2ki — 1], k 2 1
is increasing for all ¢ > 0, the conditions (2.4) and (2.11) are actually the same:

r(0,k) — k
—_— >, k> 1. 2.12
We have thus obtained the following conclusion.

Proposition 2.2 For the first Schlogl model, the condition (2.4) is reduced to
(2.12). In other words, the coupling by reflection and the coupling by inner reflec-
tion produce the same condition (2.12) for the ergodicity.

Finally, by applying Theorem 2.1 to the sequence (1) defined by (2.10) with
e < 107°, we obtain the following result.

Proposition 2.3 Under the assumption of Theorem 1.4, the second Schlégl model
is ergodic for all o > 31.788.

Comparing Proposition 2.3 with Theorem 1.4, we see that the coupling by
reflection does improve the ergodic region provided by the coupling by inner re-
flection for the second Schlogl model. The reason is that i} # 0 (k < k*) for the
second model. However, these two couplings coincide each other starting from k*
(but not 1 as that for the first model). Furthermore, when k is bigger than some
k1 (= k*), these two couplings also coincide with the march coupling (The reason
will be explained at the end of Section 4). The last two conclusions came with
no surprise since the optimal couplings depend heavily on the metric p and the
optimal choice of p is determined by the rates of the processes, we will return to
this point in the last section.
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3. A Simplification of the Second Schlogl Model

In view of (2.8) and (2.9), it is too complicated in general to find out the sequence
(u) for the second model to get some sharp estimates for the ergodicity. On the
other hand, it seems not necessary to consider the whole four parameters Gy, Oa,
01 and d3. In this section, we show how to simplify the model with the help of
the corresponding reaction-diffusion equation. The main point is that, to keep
the essential meaning of the model, we should choose the parameters so that the
equation

Bo+ B2A? — 51X — 33A° =0 (3.1)

contains a non-asymptotically stable root. Of course, we can take o = d3 = 1. Let
A =x + (2/3. Then, (3.1) is reduced to

3 4 pr® +q=0, (3.2)
where

1 1 2
D =01 — gﬁg, q=—0o+ 55251 — 2*7@)’- (3.3)

When ¢%/4 + p3/27 > 0, there is only one real root, which is necessarily positive
and asymptotically stable. Hence, the only interesting case is that ¢*/4 +p?/27 <
0. Solving the equation ¢?/4 + p3/27 = 0 in variable (3, we obtain

() _ —B2(265-981) — 2(85—361)*° 5 —32(263 —961) + 2(85 —361)/2
0 27 n 27 '

It turns out that ¢2/4 + p3/27 < 0 iff 32 > 35, and ﬁ(()l) < B < 62). This rules
out the region provided by (1.3). Recall that for the model, 3y varies from 0 to

0. So, it is natural to take ﬁél) = 0. That is,

<ﬁ%3>”_ﬁz<9ﬁ%>
5 Vo \2 6 )

The only solution to this equation is

Then,

2 _ 2 372 @3_33/2_& B3 9\] _ 4,50
0~ o7t 51 Vo \o 2 27+

Therefore, for all 0 < [y < %53/ 2, we have three non-negative roots:

Azg\/a[ucos (‘ﬁ;’”ﬂ k=0,1,2 (3.5)

where

2 _
cos = ?75051 32 1.
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Thus, the number of the parameters is reduced from 4 to 2. Our specific choice
that §; = 9 is not essential but for simplicity to make B2 being an integer and d;
being different from Js.

Now, fix 65 = 1, §; = 9 and 32 = 6. Then, ¢?/4 + p3/27 > 0 iff By > 4. If so,
there is only one non-negative root. Next, ¢2/4 + p3/27 < 0 iff By < 4. In that
case, we have three non-negative roots given by (3.5). Finally, when Gy = 4, we
have A\; = 2 with multiplicity 2 and a single root A\; = 4. Thus, as mentioned
before Theorem 1.4, for every By € (0,4] there is precise one non-asymptotically
stable root but there is no such root for all §y € (4,00). We have thus arrived
at the desired position. In our particular situation (Gy = 2), the three roots are

2—-4/3, 2, 2+3.

4. A Bound Provided by Theorem 2.1

In this section, we prove that under the hypotheses of Theorem 1.4, the processes

are ergodic for all & > 3.013. Having the optimal coupling for a large class of

distances in mind, as we discussed in Section 2, the next step is to figure out a

suitable distance (i.e., a sequence (uy)). Which is the main goal of this section.
Recall that 8y = 2a, B3 = 6, 61 = 9« and d3 = . Then

by = 2a(1 + 3k(k — 1)), arp = ak(9+ (k—1)(k —2)).

Hence
Ara(i) — Apb(i) = ak(17 — 18i + 3i% — 9k + 3ik + k?)

and furthermore
A(Aka - Akb)(l) = 3ak(2i -5+ k)

It follows that k = 5, i; = i, = 2 and i3 = i, = 1 (k and i’s are defined below
(2.6)). Next, since

ai —bipp <a; —b(i+1) =5i — 9%+ — B <0, i<2, k>1
and
bi — Qipr < by — g0 = —18 — 170 + 3i% — i3 + By < =18 + fo, i<2, k>2.
We have
a; \bitr, = aj, 1<
bi N aitr = by, i <
Therefore,
r(i,1) = Aa(i) — Ab(i) + 1 + [a; + biy1](1 — u1) + a;(ug — ua).
r(i, k) = [Ara; — Arb(i) + klur—1 + [a; + bir](up—1 — ug)
+i(up—2 —up—1) +ai(ug —upt1), <2, k=2, <18
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Now, we are going to choose a positive decreasing sequence (uy) for small € > 0
so that the following quantities are all non-negative:

r(0,1) —r(2,1) = 18c(—2 + 2u; + u2)
r(1,1) — r(2,1) = 3a(—9 + Su; + 3uz)
r(0,2) —r(1,2) = 3a(—>bu; + 8uz + 3us)
r(2,2) — r(1,2) = 3a(4 + Yuy — 12us — 3ug)
r(0,3) — r(1,3) = 9a(—3us + 4us + uy)
r(1,4) — r(0,4) = 3a(15uz — 16uy — 3us).

In other words, ¢] = 2, 95 =145 = 1, i = 0 and so k* = 4. To do so, solve the
linear equations

r(2,1) —1=¢cF(1)
r(1,2) —2=¢cF(2)
r(1,3) —3=¢cF(3)
r(0,4) — 4 = eF(4).

The solution provided by Mathematica is as follows.

uy = [3366 — 3645¢ + 765> + 42531200 — 213893 + 123985060°] /w,
up = [72 — 126¢ + 63 — 9¢° + 16604 — 22854 + 6493 v + 8212720
— 6734740 + 97254280° ] / (aw),
us = [444 — 796e + 417e* — 65 + 37038cx — 525270 + 14562ae” + 92841207
— 876731a% + 74535940 ] / (aw),
ug = [24—50e+35¢% —10e” +-£* +2364a — 4276 e +22080e> — 3500 + 806640
— 1249340% + 37691a%e” + 11778600 — 1314558a° + 63063040 | / (a*w),

where
=2 (648 — 486¢ + 812 + 182934 — 691650 + 6874478042) .

Then, define uy, for all k > 5 by (2.9).

Take ¢ < 107°. Then for all a > 3.013, we do have a required solution (uz)
(At this step, we use both True Basic and Mathematica).

To complete the proof of the assertion, we should point out a technical point.
Suppose that we have already had up, = ug,+1 = u for some k; > k*. Then, in
order for ug, +2 = u, by (2.9), it suffices that

[bo Vag,+2 + ki + 2}&4— [bo A ak1+2]y —(k1+2)—eF(k1+2)

br, 42
_ [bo + ap,+2 + k1 + Q]Q— (k14 2) —eF(k1 + 2)
br,+2

Z U.
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Note that F'(k) < k. It is enough that

1
u = G = 1) — ) (4.1)

Thus, by induction, if (4.1) holds, we indeed have uy, = u for all k > k. In other
words, starting from ki, the coupling by reflection and the coupling by inner

reflection all coincide with the march coupling. Hence, the computation of (uy)
can be stopped at k1 + 1 whenever (4.1) holds. In our particular case, k1 = 13.

5. The Second General Result
and the Proof of Theorem 1.4

In contrast to the distance p(k,€) = 3_,_|;_y u; used above, we consider in this
section the following distance

IR R

i<k j<t

) k7€€Z+7

where (uy) is a positive sequence on Z . The restriction to this sort of distances is
due to the fact that for the special birth-death processes contained in the reaction
part, the exponentially convergent rate can be estimated by the coupling argument
sharply in terms of this kind of distances. Of course, p is non-translation invariant
unless uj =constant.

Theorem 5.1 Let (ug) be a positive sequence on Z; with ug = 1 and @ :=
supy, ur < 0o. Set u* = supj%(uj — u;). Suppose that there exists an € > 0 such
that

bpr1Upy1 — (bk+ak+1+k—l—1—5)uk + (ak—f-k?)kal +a+ku* <0, k=0, (5.1)

where ap = 0 and u_; = 1. Then the reaction-diffusion processes are ergodic.

Proof. It was proved in [5] that for birth-death processes, the four couplings men-
tioned in Section 2 are all p-optimal. Thus, we now adopt the simplest classical
coupling. Denote by €2, the coupling operator of the reaction-diffusion processes.
Fix z <y and v € S, write z, =1 < j = y,. We have

Qep(i, j) = { — bju; + a;ui—1 + bju; — ijuj—l}fj—z‘>1 —(J —i)uj
—i(uj—1 — Ui +Zyv— vouJrZWUU)( — ;)
= {bju; — biu; — (a; +])Uj71 + (a; +i uifl}-[jfi}l
+ Z — Zy)p(v, w)u; + Z yp(v, w)(uj; — u;). (5.2)
v
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The last term on the right-hand side appears since p is not translation invariant.
Now, by (5.1), we have

{bju; — biui — (aj + J)uj—1 + (ai + i1 }Ij iz

= i {(bes1tues1 — bewg) — [(apg1 + €+ Dug — (ag + Oue—1] }
=i
< —Eiuz —(—vu—(j—i)u”
=i
< —eplinj) — (j — ) — . (53)

On the other hand, by the order-preserving of the coupling and the translation
invariance of the processes, for every translation invariant x and y with z < y, we
have

SRS (Yo(t) = Xo(0)p(0, why, | + SB[ Xo(Op(0, u) (uy, ) — i, 1)
) S UE™Y (Y, (t) — Xu(t)) + u*Ex’yXu(tv). (5.4)
Combining (5.2), (5.3) with (5.4), we arrive at
E*YQup(Xo (), Yu(t)) < —eE*Yp(X, (1), Yu(t)),  t=0.

The remainder of the proof is exactly the same as we did before (cf. Section 2).
O

Proof of Theorem 1.4. Take ¢ < 1075, ug = 1, u; = ug = 3/2 + € (tricky!),

(ags1+bp+k+1—c)ur—(ar + k)ug—1— (k+1)us+k
br+1

Uka1 = , k=2 (5.5)
Define k1 = inf{k > 2 : up41 > ur}. When a = 0.7303, some numerical compu-
tation gives us k1 = 15 (k1 can be smaller if « is bigger). Due to the same reason
as explained at the end of the last section, the computation can be stopped here.

Next, since the sequence (uy) satisfies (5.1), the conclusion of Theorem 1.4
follows from Theorem 5.1 with & = u; and v* = u — 1. O

One may think that Theorem 5.1 does not improve too much the bound. But
this is an incorrect impression. When we fix a = 1 but leave 3y to be freedom, the
ergodic regions provided by the previous method and Theorem 2.1 are [8.37,c0)
and [6.062, c0) respectively. However, Theorem 5.1 may works for all 5y > 0, at
least it works well with respect to the same (uy) given by (5.5) when By > 1076.

Finally, one may improve further the bound 0.7303 by using the coupling by
reflection and a refined distance of the form fop for some f with f(0) =0, f' >0
and f” < 0. However, if you write down the first three terms from (5.5),

b 8T 1 . —4 — 209a + 238202
3 4T 281202 ’

~ 76 38’
e — 20— 14650 — 43779a” + 2332380
5T 34306403 ’

(setting € = 0),



138 Mu-Fa Chen

we see that in order for us, ugq or us > 0, one requires o > 0.023, 0.1039 or 0.218
respectively. Comparing these with our bound 0.7303, it follows that there is only
a small room left.
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ESTIMATION OF THE FIRST EIGENVALUE
OF SECOND ORDER ELLIPTIC OPERATORS
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ABSTRACT. This note studies the first non-trivial eigenvalue of second order self-
adjoint elliptic operators in R?. Some lower bounds of the eigenvalue are ob-
tained by using a probabilistic approach and some geometric consideration. In
one-dimensional case, an analytic proof is also presented. The resulting bounds
can be sharp.

1. MAIN RESULTS AND EXAMPLES

Consider the operator in R%:

0? 0
L= ZZJ: aij(a:)iaxiaxj + Z bi(x) i

7

where a(z) := (a;j(x)) is positive definite, a;; € C?(R?) and
() = 3 () V(@) + Y oai (o)
; J 833‘]‘ G a$j J

for some V € C?(RY) with Z := [expV(z)dx < oco. The specific form of b;
implies that L is symmetric with respect to a finite measure. To see this, one may
express L as

1
Ay +V, (V + 3 log det a>

in terms of the Laplace-Beltrami operator A, and gradient V, with respect to the
Riemannian metric (g;;(x)) = (a;;(z))~!. Obviously, the operator L has a trivial
eigenvalue A\g = 0. We are interested in the next one Ay, which is also called the
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spectral gap of L. More precisely, let m(dr) = Z~!exp V(x)dx and denote by
2(L) the domain of L in L?*(r). Then,

gap (L) = inf { — (f,Lf): f € Z(L), nf =0and | f]| =1},

where 7f = [ fdr and | - || is the L?-norm in L?*(7). The importance of the
spectral gap is that it describes the exponential L?-convergence:

I1P@)f —mfll < |If — 7 fll exp[—et]

for all t > 0 and f € L?(7), where {P(t)};>0 is the semigroup determined by L.
Actually, it can be proved that ey,,x = gap (L) even for general reversible Markov
processes (cf.[16] and [3] or [4; Section 9.1]). Moreover, the L2-convergence is
now used as a tool to describe the phase transitions. The readers are urged to
refer to [6] for more details about the background of the study. The spectrum
theory is a classical topic in analysis, there is a large number of publications, see
for instance the books [2], [20], [21], [26] and references therein. Most of them
deal with Dirichlet eigenvalues with (compact) regular domain and the asymptotic
behavior of the distributions of the eigenvalues. It is a pity that we are unable
to find out from the literature some general results on the estimation of the
spectral gap, except some particular examples, which will be mentioned later.
The proof of Theorem 1.3 given in Section 3 is somewhat related to the traditional
variational method, but as far as we know, the technique is still new in the context
of diffusions.

The main tool to study the spectral gap in this paper is the coupling approach.
The coupling theory is now an active research subject. Here, we mention within
the context of diffusions only a few of the references: [7]-[10], [14], [15], [17]-[19]
and [25], from which one can find out some constructions of couplings as well as
various applications. Recently, the coupling method has also been used in [8] to
study the first eigenvalue of Laplacian on manifolds. Actually, it was illustrated
there that the method works for general Markov processes, not necessarily diffu-
sions. For the reader’s convenience, we recall briefly the main idea from [8] for
the present context. Let (X;):>0 be a reversible diffusion in a regular domain
¢ c R? with weak generator L. Denote by E(®%) the expectation of a Markovian
coupling diffusion (Xy, Y};), starting from (x,y) € 42. Now, our preliminary result
can be summarized as follows.

Theorem 1.0. Let g be the eigenfunction of L corresponding to A\;. Suppose that
g is in the weak domain of L in the sense:

forallt>0and z € 4.
(1) If sup,4, |g(x) — g(y)| < oo, then Ay > 1/sup,, E@T, where T :=
inf{t >0: X, =Y;}.
(2) If g is Lipschitz with respect to a distance p in ¢ and there exist ¢ > 0 and
f € CY(Ry) with inf,.~q f(r)/r > 0 such that

E@Y fop(X,,V:) < fop(z,y)e™, >0, z,yec¥, (1.0)
then A\ > .
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The proof of Theorem 1.0 is omitted here since some analogs were either proved
or discussed several times before (see [8; Proof of Theorem 1.4 and Theorem 1.7],
[25; Lemmas 2.4 and 2.5], [5; Theorems 6.1 and 6.2] and [6]). Here, we make
some remarks only. The first assumption on g of Theorem 1.0 enables us to use
the martingale formulation?3]. Note that in order to apply Theorem 1.0, some
prior knowledge of the eigenfunction g is required. This is a problem especially
when we deal with the whole space 4 = R?. To overcome the difficulty, we
adopt a localization procedure: Study the Neumann eigenvalue problem instead
of the original one (resp., study the reflecting diffusions instead of the original
diffusion), then a limiting procedure provides us with a global bound. Now, for a
compact regular domain ¢, the hypotheses on g of Theorem 1.0 are fulfilled (For
instance, by a standard approximation argument, one can even assume that the
coefficients of L are smooth and so does g). Thus, the key to apply Theorem 1.0
is the exponential estimate (1.0) or the estimate of the moment of 7', which is
just the place where the coupling technique is employed.

Having these ideas in mind, by using the Riemannian metric

(9ij(x)) = (ai;(z)) 7,

one may regard the present situation as a special case of what we treated
beforel®:[25] Unfortunately, this idea is not always practical, especially for higher
dimension, since the Riemannian distance is usually not explicit and the lower
bound of the Ricci curvature is not easy to be computed. Nevertheless, the idea
is still meaningful in some special cases, as illustrated by Theorem 1.2 below.

Our next trick is using a comparison (i.e., condition (1.4) below) to reduce
the matrix a(x) to the rather simple one a(x) = a(x)o?, where a(z) is a positive
function on R? and ¢ is a positive definite constant matrix. There are two reasons
to do so. First, up to now, all of our sharp estimates come from optimal couplings,
which depend heavily on the distances!®). The different classes of distances lead
to different optimal couplings and hence to different estimates of the spectral
gap. We now use the Euclidean distance |0~ !(z — y)| instead of the previous
Riemannian one. Here, the factor 0=! comes from the fact proved in [5] that
the coupling by reflection, constructed in [19] (also [7]) and used for Theorem 1.1
below, is optimal within the class of distances f(Jo~!(x — y)|) rather than the
class of f(|z — y|), where f(0) = 0, f/ > 0 and f” < 0. The second reason is
more implicit, the reflecting diffusion depends on the boundary and hence on the
metric (See Step 4 of the proof in the next section).

To state our results, we need some notation. Given «(z) and o as above, let
b:Ry — Ry and v: Ry — R satisfy

B(r) < inf (Va(z) + Valy) )2, r>0,

lo=t(z—y)|=r

W= s [(d=D(Va@) - Val)) + (@ -y, ba) —bw)], >0,

lo=! (z—y)|=r
where (,) is the ordinary inner product in R¢ and

b(z) = a(z)VV (2) + Va(z).
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In particular, b(z) = VV () when a(z) = 1. Define

C(r) =exp [/o: s’yﬁ<(33>) ds], r>0; 0= {/0:0 dsC(s)™ /:O g((zl:)) du}(lll)

Next, for each n > 1, let d,, > 0 be a constant so that the inequality

B (r) + () f'(r)/r+0nf(r) <0, 7 €(0,2n) (1.2)

has a solution f satisfying f’ > 0 and inf,c (g, o) f(r)/r > 0. The quantities
B(r), v(r), § and 4, arise natually from the coupling menntioned in the last
paragragh. Roughly speaking, the constant § is used to control the first mement
of T: 6= > E@YT and the condition (1.2) implies that (1.0) holds in the region
{(z,y) : |7 (z —y)| < 2n} for € = §,, and for the function f given by (1.2).

Theorem 1.1. Suppose that

/Rd tr a(z) m(dz) < oo. (1.3)

Let a(x) € C?(RY) be a positive function and let o be a positive definite matrix such
that
Amax (a(z)0?® — a(z)) <0, r €RY, (1.4)

where )\maX(M)idenotes the maximal eigenvalue of M. Define §,, and § as above
and set 0o, = lim,,_,, 0,,. Then, we have

gap (L) > max{d., 0}. (1.5)

When d > 2, the existence of the above o(z) and o is obvious whenever a(z)
is strictly positive definite. The simplest choice is as follows:

a =inf Apin(a(z)) >0 and o =1.

The condition (1.3) is used for the regularity of the corresponding Dirichlet form.
The hypotheses of the theorem may be weakened but some regularity of the
coefficients a(x) and b(x) is needed since we require the eigenfunction to be either
continuous or locally Lipschitz.

The comparison technique used above (i.e., (1.4)) works in general. But in what
follows, to simplify our notation, we will often omit such a generalization proce-
dure. Thus, all the results and examples listed below can be actually extended to
a much larger class of operators.

Theorem 1.2. The hypotheses for a(x) and V(x) are the same as above. Suppose
additionally that a(z) = diag (a;;(x)) and a;;(z) = a(x;), 1 <@ < d. Set

d(z,y) = zd:( yildz)Q,

=1 x; aii(2)
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and D = sup,, , d(z,y) < oo. Define

d Vi dz
=4 w0z s S -n@] [ reoD)
Cy(r) = exp [/()Jr 7141(;)(13], r € (0,D);

oW = {/of dsCiy(s)~! /SD Cliu)du}_l.

Let 62 > 0 be a constant so that the inequality
Af"(r) + () f (r))r + 8P f(r) <0,  re€(0,D) (1.6)

has a solution f satisfying f' > 0 and inf,c(o, p) f(r)/r > 0. Then, we have
gap (L) > max{s(), 6@}

Note that except a(x) =constant, the distance d(z,y) defined above is not
translation-invariant and so is essentially different from |z — y| or |0~ (z — y)|.
The main tool to prove Theorem 1.2 is an optimal Markovian coupling, even
through its construction can be regarded as a special Riemannian case of [14]
(also [9]), the explicit form given in the Appendix is new.

Finally, consider the one-dimensional case. We use an analytic approach in-
stead of couplings to do the same job. The conditions given below for gap (L) > 0
are not only sufficient but sometimes also necessary. The technique goes back to
[16] (also [24]) in the context of Markov chains. The presentation given below is
parallel to [3] or [4; Chapter 9].

Theorem 1.3. Let d =1 and a(x), V(z) € C*(R). Set m(z) = Z texp V(z) and
w(o.y) = [V 7(d2), 2 <.
(1) Fix g € R. Suppose that there exist constants ¢y, c2, di and dy such that

m(x,00) < cra(x)m(z), = = xo, m(—00,7) < coa(z)m(z), x < w0,
/ a(y)m(dy) < dia(z)n(x), x > w0, /_ a(y)m(dy) < dea(z)m(x), x < xp.
Then,

gap (L) > 1/ max {4c1[dy + 2c1m(—00, o)), 4ea[ds + 2¢am (20, 00)] }

(2) Suppose that (1.3) holds and a := infa(z) > 0. If for fixed x(, there exist
constants ¢; and c¢g so that

m(x,00) < erm(z), = = xo, m(—00,x) < com(x), = < xp.
Then,
gap (L) > a/ max {4¢3[1 4 27m(—o00, 0)], 4c3[1 + 27(z0, 00)] }.

(3) If 0 <a<a(r) <a<ooand M :=sup,{sgn(z) V'(x)} < co. Then, the
conditions in part (1) (or part (2)) are necessary for gap (L) > 0.
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Before moving further, we discuss the condition “M < oo0” used in part (3)
of Theorem 1.3. Note that the condition “m(z) being monotone decreasing on
[0,4+00) and increasing on (—oo,0]” is equivalent to “M < 0”. In this case, the
condition becomes trivial. On the other hand, if M = oo, then the process may
often be irreversible.

Of course, the above technique can be also used to study the problem for a
regular domain in R?. For instance, when d = 1, we have the following results.

Corollary 1.4. Consider the diffusion on [p,¢q] ([p,q) if ¢ = oo and so on) with
Neumann boundary condition.
(1) The conclusions of Theorems 1.1 and 1.2 hold if the quantities: oo in (1.1),
dn and 2n in (1.2), D in Theorem 1.2 are replaced by ¢ — p, 0, ¢ — p and
D = sup, yepp.q d(,y) respectively.

(2) gap (L) = —infa0Sup,ep g {a(z)a? + (a'(z) + b(z)) o+ b (z) }.
Corollary 1.5. Consider the same diffusion as above. Then, Theorem 1.3 needs

only the change: Fix z¢ € [p, q] and replace respectively —co and +o0o with p and ¢
everywhere.

The following examples illustrate the power of the results.
Example 1.6. Take a(x) = 02 and V(z) = (x,bx)/2 + (v,z) for some matrix
b= (b;j) with Apax(b) < 0 and v € R?%. Then, we have VV (z) = bz + v and so
<;E—y, VV(x)—VV(y)> = <a_1(m—y), (Jba)a_l(x—y)> < )\max(abJ)|J_1(az—y)|2.
Take f(r) =r, we see that (1.2) holds with §,, = —Apax(cbo). Therefore,

gap (L) = —Amax(0bo). (L.7)

To see that this estimate may be sharp, consider ¢ = diag(o;;) and (b;;) =
diag (b;;). Then, the components of the diffusions are independent. In this case,
it is known that gap (L) is just the minimum of the spectral gap of these marginal
diffusions. Hence, (1.7) is actually an equality.

Next, consider the special case that d = 1, a(z) = 1 and V(z) = —2%/2. Then,
gap (L) = 1. We now take 29 = 0. Recall the Gautschi’s estimatel'?!:

© 1\
e Y dygcprer) —w], x>0,
Cyp

Cp:F(l—}—l/p)p/(pil), p>1; Co = 1/4.

(xp—&-?)l/p—x} <e’”p/

x

1
2

We have ¢; = ¢a = /7/2. Hence, Theorem 1.3 gives us gap (L) > 1/(4w).

IHere is the related Conte’s inequality:

x 2
:E(1+:c/24+x2/12)e*3“2/4 <e @ / eV’ < 2—(1—6712).
0 X
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Example 1.7. Take d = 1, a(z) = z and b(x) = —(z — by), « € [0,00) for some
bp > 0. By Theorem 1.1 or part (2) of Corollary 1.4, we obtain gap (L) > 1, which
is again exact. We remark that Theorem 1.2 is available with the choice f(r) =r
and 6 = 1/2 whenever by > 1/2. Then it gives us gap (L) > 1/2.

It is well known that under some ordinary conditions in physics, there are only
three solvable cases for the Sturm-Liouville eigenvalue problem (cf. [20; §1, §2,
§9]). Two of them are covered by the above examples. For the third case, \; =0
and so we have nothing to do.

Example 1.8. Take d =1, a(z) = (1 +22)? and V(z) = —(v + 2)2?/2, v > —2.
Set v =vifv>-3/2, =—(v+3)2/[3(v+2)]ifve(-2,-3/2). We claim that

max{1, v}, if v>0
gap (L) > 5 o ) .
max{1 + v, [7°0°/16] sech“0}, if ve (-2,0),
where 6 is the decreasing limit of 6,,: 6; = —v7?/8, 0, = 91 tanh Hn 1, 2 2.
To show this, we note a general observat1on If we set h(x) = y/a(x) V'(
z)/[2y/a(z)]. Then, h(y = [V (2)dz < (5d(a:,y) for all z < y 1ff
h’( )< 5a( )~1/2, Equlvalently,

2a(z)[a" (z) + d' (2)V'(z) + 2[a(z)V"(z) + 6]] < d'(z)*. (1.9)

In the present case, (1.9) holds iff § < v. Moreover, D = 7. Now, it is easy to
check that (1.6) holds case by case for f and §(2) given below:

(1) When v > 0, f(r) = r and §? = v.
(2) When v > 0, f(r) = sin(r/2) and 6§ = 1.
(3) When v € (—1,0), f(r) = sin(r/2) and §?) =1 + v.
(4) When v € (=2,0), f(r) = 2exp[—cr/8] sinh(ckr/8) and

62 = [72©%/16] sech?f, where ¢ = —70 and k = /1 — 166(2) /2.
We can also use 6(Y) to produce some lower bounds. This example illustrates the
use of Theorem 1.2 in the non-linear case and it is quite close to [8] and [5]. But
for the specific situation, the comparison (1.4) (choose a(z)o? = 1) yields even
better estimate: gap (L) > v + 2.

Example 1.9. Taked = 1, a(z) =1 and V(z) = —z*. Then, b(z) = —423. Note
that
(2 =) (b(z) = b(y)) = ~4(z — »)*(@* +ay + ) < —(z —y)*.

We have v(r) = —r* and so C(r) = exp[-r*/16]. Furthermore, by (1.8), we
obtain
D 1/00 e /16 gy /00 e~ /165
4 0 T

4 o0 4
:/ e’"dr/ e % ds

0 r

1 00 o] 0
AR

0 Jr 1 r
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o0 oo d
< / e="ds +/ 77;
0 1 A4r
5 1
<TI| - —.
(3) 3

Therefore, gap (L) > 1/[I'(5/4) 4+ 1/8] =~ 0.9695. By (1.8), we see that the lower
bound provided by Theorem 1.3 is gap (L) > 1/[8T'(5/4)?] ~ 0.1521.

Example 1.10. Consider the domain [0,00) and take a(x) = 1 and V(z) =
—bx (b > 0). Take xg = 0, then b(x) = —b and ¢; = 1/b. By Corollary 1.5,
we get gap(L) > b?/4. This estimate is optimal since b?/4 is an eigenvalue
with eigenfunction g(z) := e**/2(1 — bx/2). However, there is a small problem:
g ¢ L*(m). To avoid this, simply use b — ¢ instead of b in the expression of the
above g to define a new function g., compute

D(ge,9e)/lge — mge||* = gap (L)

and then pass the limit ¢ — 0. Finally, we mention that part (2) of Corollary 1.4
give us the same bound but part (1) of Corollary 1.4 is ineffective for this example.

2. PrROOFSs OF THEOREM 1.1, THEOREM 1.2 AND COROLLARY 1.4

a) The proof of Theorem 1.1 consists of four steps.
Step 1. Corresponding to the operator L, we have a Dirichlet form (D, 2(D)),
which is the Friedrichs extension of

D(f.g) = / (V1(x), a(z)Vg(x))n(dz), f, g€ (R,

By [11; Theorem 1.6.3] and condition (1.3), the semigroup determined by the
Dirichlet form is recurrent and so is conservative. Since the Dirichlet form is
regular, ie., C5°(RY) is dense in (D) with respect to the norm (D(f, f) +
1£11%)1/2, we have

gap (L) = gap (D) :=inf{D(f,f): f € Z(D), nf =0and ||f|| =1}
=inf {D(f, f) : f =719+~ for some constants 1, 72 and g € Cs°(RY),
rf=0and | f|| =1}. (2.1)

Actually, the conclusion holds in general, not necessarily diffusions, see [3] or [4;
Theorem 9.1]. Similarly, for the operator L with coefficients

a(z) = a(z)o? and b(z) = a(z)o®VV(z) + 0?Va(z), (2.2)

we have gap (L) = gap (D). Because both L and L are symmetric with respect to

the same measure 7, it follows from (1.4) that gap (L) > gap (L). Thus, we need
only to study gap (L) for the operator L having coefficients given by (2.2).

Step 2. If o # I, replacing the original Riemannian metric I by the new one
o072, the matrix a(z) = a(x)o? becomes diagonal a(z)I. At the same time,
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b(z) and the distance |z — y| are replaced by o~1b and |0~ (x — y)| respectively.
Thus, without loss of generality, from now on, assume that our operator L has
coefficients:

a(x) = a(z)l and b(z) =a(x)[VV(x)+ Vioga(x)]. (2.3)

Step 3. For each n > 1, let B,, be the open ball {x : |z| < n} and denote by B,
its closure. Next, let N be the unit inward-pointing radial vector field on 0B,,.
In B, we have a diffusion process with coefficients (2.3) and with the reflecting
boundary. The reflecting diffusion is also reversible with Dirichlet form

Du(f. f) = /B alVil2drn,  f € D(Dy),

2(Dy) > {f € C*(RY) : Nfl|op, =0},
where dr,, = dn/m(B,) with support B,,. We now prove that
lim gap (Dy) < gap (D), (2.4)
n— oo

where gap (D) = gap (L) is the spectral gap corresponding to (2.3).
Given ¢ € (0,1/6), choose f = 719 + 72 for some constants v; , v2 and g €
Cs°(RY) so that 7f =0, mf? =1 and

/ a|Vf2dr < gap (D) +e¢, /C (VP +af?+ fP+1)dr<e (2.5)

n n

for large enough n. We can do so because of (2.1) and the fact that f being
constant out of the support of g. Let G be non-negative, smooth, bounded above
by 1, equal to 1 on (—o00,0] and zero on [1,00). Then, ky := sup |G’| < oo. Take
G,(z) = G(|z| —n). Then G,, € C°(R?). Set f, = G, f + ko for some ky so that
Tn+1fn = 0. Clearly, N f,|am,,, = 0. Next,

/ fG,dr
Bn+1
/ fGndﬂ'—/ fdm
§n+l\§n E;

1/2 1/2
< QW(En)i / [/ fszr]

B

n

lka| = 7w (Bs1)

= 7T(En-i-l)_l

€

<2 .
1—¢

> 1 — 6e.

_ 4
/ fdr > / Frdr —k2a(Bpy) 21— — —
B'n+1 Bn ]- — &
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/ oc\anPdW:/ |GV f + FVG|?dr
Bn+1

Bni1

</ oz|Vf|2d7T+2/ a(|VfI?+ k1 f?)dr
B (&

< gap (D) + e+ 2e(1 + k?).

Hence,

S5, eV Ial?dT gap (D) + e+ 2e(1+ k2)
f§n+1 | fn2dm 1—6¢ '

gap (Dn+1) <

Since ¢ is arbitrary, we obtain lim,,_, . gap (D) < gap (D). We have thus com-
pleted the proof of (2.4).
Actually, when d = 1, it can be proved that gap (D,,) | gap (D) as n — oo.

Step 4. We now need only to estimate gap (D,,). At this step, we adopt the
coupling technique. The operator L,, of the reflecting diffusion in B,, equals Ig, L
plus N times a measure induced by an increasing process with support on the

Bl [13] or [22]

boundary 0 The coupling process used here is simply a modification

of the coupling by reflection. Recall that the operator L = Z(m’y) of the coupling

by reflection starting from (x,y) has coefficients (see [19] and [7] for details):

alx),  Ja(@)I - 2au*)\/a(y) b(z)
CL(.’E,Z/) — ) b(l‘,y) = (b(y)) ’
a(z)(I —2uw*)\/oly), o)l

where 4 = u(z,y) = (x — y)/|z — y|. We have

Fz —y)=(Val@) + V) £ (lz — y) + {{d - ) (Valz) — Val(y)”
T — g, ba) — by} LU=, (2.6)

|z —y|

Let Lff) be the original operator starting from x. Then, our coupling operator

z,y)

equals g2 f( plus the boundary operator Lgf) + Lgf). Since the state space

B,, is compact, the coefficients of L,, are bounded. Moreover,

t t t
/ Lo, x ) (X, V) ds < / Lo, (X.)ds + / Lo, (Y,)ds = 0.
0 0 0

Thus, for every f € C?(R%), we have

tAT
E@Y f(|Xonr — Yorr|) = f(lz — y)) +]E§f’y)/ Lf(|Xs — Ys|)ds
0

tAT
B [ VO (X, - V)L + NO (X, - Yi))aL)
0
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where L( *) is the i increasing process with support contained in {t > 0 : X; € 0B, }
and

1
N@® = —ﬁ\/a(af;)Z:ﬂi@/@xi (cf. [22] or [13]).
Furthermore, due to the fact that f/ > 0 and the specific boundary, we have

N (i) =~ S ) < <Ll

n
a(z)
<0, 1fa:€83n and y € B,,.

The same conclusion holds for the N®¥)’s term. Therefore,

tAT
E@Y) £(| Xz — Yinr|) < f(\x_y\)JrEﬁf’y)/ Lf(|Xs —Ys)ds,  (2.7)
0

and the boundary operator disappeared. Applying (2.7) to the function f given
in (1.2) and using (2.6), we obtain

t
B F(1X ~ i) < fllo — y) — S, [ 71X, - Vs
0

here we have used the usual convention that starting from 7', the two components
will move as one. Hence, we have

ESOf(1Xe = Yl) < f(le —yl)e"

for all t > 0 and (x,y) € EQ By part (2) of Theorem 1.0, we obtain gap (D,,) >
dn. Next, applying (2.7) to the function

/C 1d/ 53 r>0

ESY f(IXenr = Yinr|) < f(le —yl) —E@V (A T).

we obtain

Hence
EEVT < foo) =671
By part (1) of Theorem 1.0, we get gap (D,,) = 0.

b) The main difference in proving Theorem 1.2 is that we adopt the optimal
coupling constructed in Appendix instead of the previous one. Other obvious
changes are similar to what mentioned at the beginning of Step 2. By using the
same procedure, one can complete the proof of part (1) of Corollary 1.4.

c¢) Finally, we prove part (2) of Corollary 1.4. The key point here is that we
adopt a new distance d(x,y) = |e®® — Y| (a > 0). Set

§(a) = sup {a(z)a® + (d/(z) +b(z))a+b'(z)}.

z€[p,q]
Applying (4.1) to f: f(r) = r, it follows that Ld(z,y) < §(a)d(z,y) and so
E@VA(X,,Yy) < d(x,y)ed @,
Hence, the conclusion follows from part (2) of Theorem 1.0. Certainly, the result
can be easily improved by considering more general f as we did in Theorems 1.1

and 1.2. The main difference is that for the special f : f(r) = r, even the classical
coupling!7}[7] still achieves the same bound.
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3. PROOF OF THEOREM 1.3 AND COROLLARY 1.5

To prove Theorem 1.3, we need a simple result.

Lemma 3.1. Let m € C(Ry;Ry). If [ m(y)dy < bm(z), z > 0. Then for every
~v € [0,1/b), we have

OO b
/w em(y)dy < T fybewm(a:), x>0
Proof. Set M (x f m(y)dy. By integration by parts formula, we have
/ e"m(y)dy = —/ e"dM (y)

[ee]

< e M(x)+ 'y/ e’V M (y)dy

< be""m(x) +’yb/ em(y)dy. O

a) We now start to prove part (1) of Theorem 1.3. Clearly, by the assumptions,
(1.3) holds and a(z) > 0 for all x. Without loss of generality, assume that xo = 0.
Note that for every f € C'(R) with 7f =0 and ||f|| = 1, we have

-5/ / r(do)(dy)[f(x) — F@)]°
/ / dy)[f(@) — F())’
/... /LM /...,

=1 +1;+1;5. (31)

For every 71 € [0,1/(2d1)), which will be determined below, we have

I = / /0 <m<y7r(dx)7r(dy)< / ! f’(z)dz>2
< / /0 <$<y7r(dm)7r(dy)< / ’ f'(z)2e—2%2dz> ( / ’ ewdz)
e [ sanstan( [ evia)
/ rerema fff | s
+ / / /0 o Tr(dm)w(dy)ewdz]
< /Ooo f’(z)%—%zczz[/oz 62715615/:0 w(dy)—i—/:o 6271%/:0 W(dy)].

(3.2)
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By using the assumptions and applying Lemma 3.1 to m(y) = a(y)n(y), we get
I < /OO fl(2)%e 2dz [cla(z)ﬂ(z) /OZ e*NEdz + ¢ /OO 6271261(2)7T(Z)d5:|
S [271 = 271d1] / f (@)Y a(z)n(d).
Minimizing the right-hand side with respect to 1, we obtain
I <4eidy /000 f'(2)%a(2)m(dz). (3.3)

Similarly, we have
0
Iy < deads / F(2)2a(2)n(d2). (3.4)

Next,

I = / / o Tl )~ )

< 2//w<0<y m(dz)m(dy) [(/OI f’(Z)dZ>2 + (/Oy f/(z)dz)z}' (3.5)

But for v2 € [0,1/(2¢1)),

/ /x <O<y7r(d:n)7r(dy)< /0 ’ ’(z)dz)

2
o0 y y
<7r(—oo,0)/ Tr(dy)/ f’(z)QeQWZZdz/ e?12%dz
0 0

0
m /OO f'(2)%e 22%dz /OO 272V —1]m(dy)
— / F(2)%e 222 / " ennay)

0177( 00, 0) .
272(1—272c1)/ f'(2)%a(z)m(dz).

N

Here in the last line, we have used Lemma 3.1 to m(y) = 7(y). By using the same
optimizing procedure, we get

//m<0<y7r(d:c)7r(dy) (/Oyf’(z)dz>2< 4ci m(—o0, 0)/Ooof’(z)2a(z)7r(dz). (3.6)
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Similarly, we have

//z<0<y7r(dx)7r(dy)(/:f’(z)dz)zg 4¢3 (0, 00) /_Ooof'(z)2a(z)7r(dz). (37)

Collecting (3.1), (3.3)—(3.7) together, we prove part (1) of Theorem 1.3.

b) The proof of part (2) of Theorem 1.3 is a simple modification of the above
one. For instance, starting from (3.2) and applying Lemma 3.1 to m(y) = 7 (y),

we get
cl/ f'(2)? _Q'YIZdz[ (z )/ 2712(124—/ e q(2)m(2)dz

S [271 1o 27101} / f'(2)%a(z)m(dz).

401/f y(dz).

c) As for Corollary 1.5, note that the key of the proofs a) and b) is the asymp-
totic behavior of the integrals [*_ w(dy) and [*__ a(y)w(dy) (resp., [~ 7(dy) and
[.7 a(y)m(dy)) as = tends to the “boundary” —oc (resp., +00). In the present
case, the boundaries —oco and oo are replaced by p and ¢ respectively.

d) Finally, we prove part (3) of Theorem 1.3. Clearly, it suffices to consider the
case = = x¢ only. Choose ¢ so that 7(—o0,xg) = 7(xp,00) = 1/2. Define G and
k1 as in the last section. Let © > x¢ and set f(y) = G(y — z) — k3, y € R, where
ks = [G(y — x)n(dz) < w(z,00) < (g, 00) = 1/2. Without loss of generality,
we may assume that M’ := max { M, SUD|. |<a | [V'(2)|} > 0. Then

r(z,@ + 1) = m(x) /;Hexp [/y v’(g)dg} dy

z+1 ,
< 7T(l‘)/ M =) gy

Hence

On the other hand,

/CL(Z)f/(Z)27T(dZ) <akin(r,x+1),

/f2d7r > /Oo (1 — k3)?dm > %77(;1: +1,00) = = [7(z,00) — w(z,z + 1)].
z+1

1
4
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‘We obtain

m(z,00) < 4/f2d7r+7r(a:,:c+ 1)
< 4
= gap (L)
< [ 4a k?
= leap (L)

_ [ dak 1 eM 1 (@)
= Lgap (L) M

/a(z)f’(z)27r(dz) +m(x,r+1)

+ 1}7r(x,x +1)

4. APPENDIX

Consider diffusion processes in R?, starting from x and y respectively, with
operators L*) ~ (a(z),b(x)) and LY ~ (a(y),b(y)). The coefficients of any
coupling operator L should be of the form

_( a@)  clzy) _ (=)

= (o ) e =06)),
where a(z,y) is non-negative definite. Note that the only freedom here is the
choice of ¢(x,y). Given a metric p € C2(R? x R?\ {(z,7) : # € R%}), a coupling
operator L is called p—optimal if Lp(z,y) = inf; Ep(x,y) for all x # y, where
L varies over all coupling operators. Refer to [5] for some p-optimal solutions.
The main purpose of this section is to prove an additional optimal solution (The-
orem 4.2). To do so, we need the following result, which can be checked by some
computations.

Lemma 4.1. Let & be an open domain of R? x R?. Given ¢ € C?(¥). Then, for
any coupling operator L, we have

ffoso(:v,y)Z[chp, a(z)Vep)+(Vye, a(y)Vye)

+2(Vap, cla, y)Vysoﬂ "o plx,y)
2

0 '
+| LD o, y) + LW (2, 9)+2 Y cijla,y) momr | 0w, ),
T 0x;0y;

(z,y) €9, (4.1)

where V,, is the gradient with respect to the variable z, L(*) acts on (-, y) for fixed
y and similar for other notations.

Theorem 4.2. Let a(z) = diag(a;(x)) with a;(x) = aii(z;) > 0, 1 < i < d.
Define

d

1
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Given f € C?(Ry;Ry) with £(0) =0, f/ > 0and f” < 0. Set p = fod. Then,
the p-optimal solution ¢(x,y) is given by

clz,y) = a(z)?(I — 2aa*)a(y)/?.

Furthermore,

d , )
Lfod(z,y) = Af"od(z,y) — > ; <2b¢2(y);aii(y) 2b,(2) — aly(@

i=1 (y) 2¢/ai; ('T)
(4.2)
Proof. a) First, by some computations, we obtain
o a;i(z)’ Oy Vai(y)
O*d(z,y) 1 B u? N a;(x)u,;
Pr;  au(z)d(z,y)  au(z)d(z,y)  2a(x)3/?
0%d(z,y) _ 1 B uy _ay(y)u
0%y, ai(y)d(r,y)  au(y)d(z,y)  2ai(y)>/?’
2
1
0%d(z,y) _ [ﬂzﬂj — 51‘]'], T £ . (4.3)
dx;0y; Vaii(z)azi(y) d(z,y)

Rewrite ¢(x,y) = a(z)'2H(z,y)*a(y)*/? for some H = H(x,y). Substituting
(4.3) into (4.1), we get

Lfod(z,y) = 2[1 - (a, Hﬂ}]f”od(w,y)—l—d(jy) {d—l—uHHa, Hu)
aii(2) = 26i(2)  azi(y) =20\ ] o o i .
+ZZ:< 2/ ai(x) 2+/aii(y) >z}f d(z.v) atd

b) Note that we may forget the term > (---) in the last line for a moment
since it is irrelevant to H. Thus, we need only to minimize

F(H) :=2[1—-(u, Hu)| f" od(z,y) + [d—1—trH+ (u, Huy|.

2
d(z,y)
Next, set A=1I1+1—2H =2(I — H), A= (i, Au). Then,

trA— A
d(x,y)

Therefore, the proof of [5; Theorem 5.3| gives us the required conclusion. [

F(H) = Af"od(z,y) + frod(z,y).
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ABSTRACT. This paper is mainly devoted to estimate the logarithmic Sobolev (ab-
brev. L.S.) constant for diffusion operators on manifold or in R%. In most cases, we
study the lower bounds but a generalization to [9; Theorem 1] for the upper bound
is also presented (Theorem 1.5). Based on a simple observation (due to [5]) of the
comparison between the L.S. constants for different potentials, the powerful Bakry-
Emery criterion for the L.S. inequality is improved considerably in the paper, espe-
cially for the manifolds with non-positive sectional curvatures (Theorem 1.3 (1)). In
terms of our notation: 8(r) = inf,(; py>r infxer, (ar), | x =1 (Ricc—Hess,, ) (X, X),
where p(z,p) is the distance between z and an arbitrarily fixed point p € M, the
improvement can be roughly stated as follows. The condition “inf,>q B(r) > 0”
for which the criterion is available is now replaced by “sup,>g B(r) > 0".

1. MAIN RESULTS AND EXAMPLES

Let (M, g) be a d-dimensional, connected, complete Riemannian manifold and
let €2 be a compact and convex regular domain of M. Suppose that Ricci> Kg
on M for some constant K € R. Next, let L = A+VV,V € C?(Q). Consider the
reflecting L-diffusion process with reversible measure du = e¢"'d\/Z, where \ is
the Riemannian volume element and Z = [, e"dX (cf. [10]). Since 2 is compact,
the following logarithmic Sobolev inequality (Gross [7])

2
/Q £ 1og s < 2 /Q IV £12du (1.1)

holds for some constant a > 0 and for all f € C*(Q) with pu(f?) := [, f2dp = 1.
The largest constant «, denoted by aq(V), is called the L.S. constant. The
inequality has a very wide range of applications. Refer to the survey article [§]
for the history and the current status of the study on the topic.
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One powerful method to deduce the inequality is the Bakry-Emery (abbrev.
B.-E.) criterion?! which has been reexamined and improved by many authors
(refer to [1] and [4] for details and references therein). For instance, Deuschel and
Stroock [5; Remark 1.20] mentioned the following comparison between the L.S.
constants for different potentials V and U:

aqn(V) = aqg(U) exp[—oscq(V — U)], (1.2)

where osc, (V) = supg V — infq V' (The negative sign in the exponential was
missed in [5; (1.21)]). This is a starting point of the paper. To check (1.2), simply
use the identity

/ngloglfﬁdy:inf{/ﬂ(flogf—flogt—f+t)du: tE(O,oo)}

for all strictly positive and smooth f and note that the integrand on the right-hand
side is non-negative for all ¢ € (0,00). At the first look, (1.2) seems quite rough
but it does yield sharp estimates as we will see in Corollary 1.6 and examples
below. On the other hand, it was proved in [5] and [11] that

aq(V) = Kq(V) +d A\ (0)e 0%V (1.3)
where
Kqo(V) =inf {(Ric — Hessy)(X,X): X € T, M, | X| =1, z € Q}
and A1 (V) is the spectral gap (= the first non-trivial eigenvalue) of the reflecting

L-diffusion on Q (see [10] for some detailed estimates of A1 (V')). Actually, \; (V)
is the largest constant A for which the Poincaré inequality

2 1 2 1
| G=utn)an< s [ VAP fech@

holds. A well-known fact is that A\ (V) > aq(V). When K > 0, the estimate
(1.3) can be sharp in the free boundary situationl®, but they are ineffective for
sufficient small K. Thus, we will concentrate on the case of small K (especially,
K <0).

Let p be the Riemannian distance induced by g. Fixed p € Q2 and set D =
supq p(x,p). Denote by C(p) the cut locus of p. Define

Q= {x € M : there exists y € Q such that z belongs to
the shortest geodesic from p to y}.

Now, as an addition to [5] and [11], we have the following result.



158 MU-FA CHEN AND FENG-YU WANG

Theorem 1.1. Suppose that 2N C(p) = @ and the sectional curvatures of ) are
bounded above by a constant £ € R. Then

ag(V) = sup (aﬁ + d*lefﬁDz)\l(O))e-O% (v+80007)
>0

where

_{K+2B, if k<0
P 7\ K +2VkDctan (VED)B,  ifk>0and 2VkD < 7.

The proof of the theorem is based on the Hessian comparison theorem (see
(2.1) and (2.2) in the next section). From which the restriction “2v/k D < 7 in
the last line arises. The next result is a simple consequence of Theorem 1.1.

Corollary 1.2. Under the assumptions of Theorem 1.1, we have

2
€_OSCQ(V){D2 exp |: -1+
if <0
6och(V){ 2\/E exp |: — 1+ KD tan (\/ED):|
D tan (\/%D) 2k
KDt kD
—i—i/\l(o) exp [—2+ an (\f )}},
d vk

72 Vk KD
if 0 < k< and >
2 tan (\/%D) 2

KDQ] L M)

_ 2
5 1 exp[ 2+KD]},

ag(V)

WV

4D

Next, we go to the free boundary case. We consider the non-compact manifold
only since in the compact case the same topic was treated in [5] and [11]. Again, we
will use the comparison (1.2) which also holds in the present situation. However,
the potential now becomes more essential, without it, a(L) can be vanished.
Hence, to produce a good estimate, the potential U has to be carefully designed
especially for unbounded manifold (see also the remark right after the proof of
Theorem 1.3).

Consider the operator having the form L = A + VV and assume that its
Dirichlet form is regular. Replacing €2 in (1.1) by the whole space M, we obtain
the L.S. inequality for L and then we have the constants a(V) := a;,(V) and
K(V) := Ky (V). Next, define

K(V,z) = inf{(Ric — Hessy)(X,X): X € T,M, |X| =1}, xcM.

Clearly, K(V) = inf, K(V,z). Note that in the most interesting (non-compact)
cases, osc(V) = oo and so the criterion (1.3) becomes o(V) > K(V). Fixpe M
and let B(r) = inf,, ,y>r K(V,x). Obviously, B(r) is increasing in r. Moreover,
B(0) = inf,>0B(r) = K(V). For fixed k > 0, define f(r) = r if £k = 0 and
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f(r) =sin (\/%T)/\/E if k> 0. Set B(r) = inf B(u)/f'(u). Here and
u:f(u)€lr,m/(2VE))

in what follows, 1/v/k is understood as oo when k = 0. Note that 3(r) = B(r)
when k£ = 0 since (8 is an increasing function. Finally, for fixed a € [0 7/ (Q\f )),
define

1 f(r) T
y(r) = / 5( Ydu, r < ﬁ and

/ ds/f(S) — B(u)]du r>0. (1.4)

We can now state the main result of the paper.

Theorem 1.3. Suppose that the sectional curvatures of M are bounded above by
a constant k£ € R.

(1) Let k =0. If M nC(p) =0 and sup,, B(r) > 0, then we have

a(V) > = exp [1 _ /0 rﬁ(r)dr] >0, (1.5)

2
ap

where a, > 0 is the unique solution to the equation foa B(r)dr =2/a.
(2) Let k > 0. If C(p) N B(p,7/(2vk)) = 0 and v(a) > 0 for some a €
(0,7/(2Vk)), then we have (V) > f'(a)y(a) exp[—F,(a)] > 0.

When k = 0, the B.-E. criterion requires that inf,>q 8(r) > 0. From this, one
sees that the criterion is now improved considerably by Theorem 1.3 (1). Actually,
as we will prove in the next section (see (2.5)), the lower bound given in (1.5)
always dominates (3(0). Besides, note that the L.S. inequality is based on a
kind of (uniform) ergodicity, which requires a limiting behavior of the potential
when p(x,p) — oco. From this point of view, our condition “(lim,_,. B(r) =
)sup,~q B(r) > 07 seems reasonable.

We now turn to study the multi-dimensional diffusion processes. Let

d
L_,Zlaij( 836@8% Zb
i,j=

=1

where a(z) = (a;;(z)) is positive definite, a;; € C?(R%) and

Zaz] +Z (91’ az]

for some V € C?(R?) with Z := [ e"dz < oo. The specific form of b; implies that
the L-diffusion process is reversible with respect to du = Z~teVdz (see [3]). In
the present context, the L.S. inequality becomes

2
Flog Pl < /R {0V, V) (16)

Rd
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for all bounded f € C? with u(f?) = 1, where (-, -) is the Euclidean inner product.
Here we have used (L) rather than a(V') to denote the L.S. constant which now
depends on the whole coefficients of L, not only on the potential V. Certainly, by
using the Riemannian metric ¢ = a(z)~!, one can regard the present situation as
a special case of what treated above. However, in general, both the Riemannian
distance and the Ricci curvature are too complex to be computed. To avoid doing
so, we adopt the idea of [3] to simplify the operator by a comparison argument
(see the proof of Corollary 1.4 for details). In this way, we obtain the following
simple consequence of Theorem 1.3 (1).

Corollary 1.4. Suppose that a(z) > do2 for some § > 0 and a positive definite con-
stant matrix 0. Let Ay (z) be the largest eigenvalue of the matrix o(9%V () /0x;0z;)o

and let B(r) = | (inf s {=Xv(z)} for fixed p € Re. If sup,5q B(r) > 0, then we
o~ (x—p)|=r i
have

a(l) > 2—(25 exp [1 — /% rﬂ(r)dr] > 0,
0

)
where ay > 0 is the unique solution to the equation [’ B(r)dr = 2/a.

Finally, we go to study the upper bound of the L.S. constant. As was men-
tioned above, the spectral gap already provides a upper bound for o(L). A dif-
ferent approach is provided by the following result which is a generalization to [9;
Theorem 1].

Theorem 1.5. Suppose that a(x) < v(z)a(x) for some non-negative v € C(RY)
and a matrix a(z) with continuous components and having the property: there exist
constants 1, o > 0 such that in] < a(z) < vol. Let 7, = inf|w|>n[—V(x)]. If
Y > 0 for large n, lim, v, *logn = 0 and there exists a constant C such that
|V (x)|/||IVV (z)|| < C|z| for large |z, then we have

a(L) < L lim [ — (a(z)VV(z), VV(2))v(z)/V(z)].

We mention that by some slight modifications, Theorem 1.5 can be also ex-
tended to a class of manifolds whose volume grows no more faster than a polyno-
mial of the diameter. Combining Corollary 1.4 with Theorem 1.5, we can get the
exact value of «(L) for some particular operators, as illustrated below.

Corollary 1.6. Suppose that do? < a(x) < v(z)o? for some constant § > 0,
positive definite matrix o and v(z) € C(R?) with lim; o, v(z) = 0. Take V(z) =
—b|z|?/2, b > 0. Then we have §bAnin(0)? < (L) < §bAmax(0)?.

The lower bound here coincides with the one of A\;(L) given in [3]. Once o
has a unique eigenvalue, we obtain the exact (L) for a large class of a(z). To
conclude this section, we discuss some examples.

Example 1.7. Consider the domain [0, 00) and take a(z) =1, V(z) = —bx (b >
0). By Theorem 1.5, we have a(L) = 0. This means that for the operator with
constant diffusion coefficient, the L.S. inequality holds only when the potential V'
decays faster than linear. However, for this example, we have \; (L) = b?/4 (see

[3])-
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Example 1.8, Take M = (0,00), a(z) = = and b(x) = —(x —b), b > 0.
Applying Theorem 1.3 (1) to g(d/dx,d/dx) = x~*, we get a(L) > 1/2 whenever
b>1/2. In view of Theorem 1.5, this estimate is exact when b > 1/2.

It is interesting that for this example the Riemannian and the Euclidian metrics
provide us respectively the sharp estimates of (L) and A1 (L) (= 1 for all b > 003]),
but not conversely.

Example 1.9. Take Q = [a,b] C R. By setting § = 0 in Theorem 1.1, we obtain
a V 7.‘-2 = V
OéQ(V) 2 )\1 (O)G_OECQ( ) = WQ_OSCQ( ) (Cf [10])
In particular, ag(0) = A1(0) = 72/(b — a)? since ag(0) < A1(0).

The next two examples illustrate that Corollary 1.4 does improve the B.-E.
criterion.

Example 1.10. Take d = 1, a(z) = (1 + 2?)* and V(z) = —vz®/2, v > 0.
Applying Corollary 1.4 to § = 1, Ay () = —v and 3(r) = v, we obtain «(L) > v.
On the other hand, let g(d/dx,d/dz) = (1 + 2?)~2, then
L=A,+V,[-vr?/2+log(l +2%)] = A, + V,V.
We have
2y d d o d1°s 2 2 2
Hessy | (142 )dx (142 )d:c =|(1+=x )d— V=—v(1+27)(1+32°)+2(1+x*).

x
Hence, the B.-E. criterion gives us

a(L) > inf [v(1+2%)(1 +32%) —2(1 +2°)] =v —2
provided v > 1/2, otherwise, the infimum is negative. Therefore, the criterion is

available only if v > 2.

In contrast to Example 1.8, here the Euclidian metric produces a better esti-
mate for a(L) rather than the Riemannian one.

Example 1.11. Take a(z) = I and V(z) = —|z|* + v|z|? (v > 0). We have
82V/8x18:n] = —81‘1'1']' + (2’[1 — 4|$|2)5w

That is,
(0*V )0x;0x;) = —8xx* + (2v — 4|z|?)I.

For p = 0 we have 3(r) = 4r? — 2v if d > 2 and B(r) = 12r> — 2v if d = 1. By
Theorem 1.3 or Corollary 1.4, we get

2 2

8 exp[—gv +4 4 vy/3(3v +8)]’ it d> 0
o(L) > 3v + /3(3v2 + 8) 8
g v2+4+v\/v2+8}

8 e [ if d=1
—F———exp | — =1L
AV s T 8
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In particular, when v = 0, we have a(L) > 2/2/3e"*/? > 0.99 if d > 2 and
a(L) = 2v/2e7 /2 > 1.71 if d = 1, which are better than the lower bound of
the spectral gap given in [3]. When d = 1, the test function f(x) = = gives
us o(L) < M\ (L) < 2.96. However, the B.-E. criterion is not available for this
example since 3(0) = —2v < 0.

Example 1.12. Take d = 1, a(z) = 1 and V(z) = —2%/2 + 2sinz. Then
B(r) = —1 and so Theorem 1.3 is not suitable. However, applying (1.2) to
V(z) = —2?/2 and V(z) — U(z) = 2sinx, we have a(L) > e~2. This means
that the condition “sup,-q 3(r)” is still not necessary for the L. S. inequality and
a bounded perturbation should be carefully treated before applying Theorem 1.3.

2. PROOFS

Proof of Theorem 1.1. Set p(x) = p(x,p). For z € Q, let v : [0, p(x)] — Q be the
unique shortest geodesic from p to x. Let M}, be a simply connected d-dimensional
manifold with constant sectional curvature k. Choose p and £ € My, such that
p(p, &) = p(z). By assumption, either k& < 0 or k > 0 but still 2vEkp(x) < 7, we
have Z ¢ C(p). For X € T, M with || X|| = 1, take X € Tz M, so that || X| = 1
and Xp(z) = Xp(p,-)(Z). By Hessian comparison theorem!®: 121 we have

Hess, (X, X) > Hess (s, (X, X) = (f'/)(p()) (1 = (Xp(x))?), (2.1)
where
T, ifk=0
f(r)={ sinh (V—=kr)/vV=k,  ifk<0 (2.2)
sin (VEkr)/Vk, if k€ (0,7/(2Vk)).

For x € Q and X € T, M with | X| = 1, since (Xp)? < || X||* = 1, by (2.1), we
have

Hess 2 (X, X) = 2pHess, (X, X) + 2(Xp)?
>{z if £ <0
| 2vkD ctan (\/ED), if k> 0.

Therefore Kq( — 8p*) > ay. By (1.3), we get
OCQ(_,BPQ) 2 0&/8 + dil)\l (0)6708CQ(7’6P2) = Oéﬁ =+ dilAl (0)675[)2.

Now, Theorem 1.1 follows from (1.2). O
Proof of Corollary 1.2. Note that oscq(V + 8p?) < oscq(V) + BD?, by Theo-

rem 1.1, we have

ag (V) = eV gup e A0’ ag+ d_l)\l(O)e_ﬁD2 .
B>0
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Then, the desired estimates are obtained by choosing

1 K .
B E—E, lfk<0
= 1 Ktan(\/%D) )
e T Y
D 2vkD

Here we have used the condition that v/k/ tan (\/ED) >KD/2. O

Proof of Theorem 1.3. (1) First, we prove part (1) of Theorem 1.3.
a) Let sup,.» B(r) > 0. Then we have 3(0) > —oo. Since k =0 and f(r) =r,
from (1.4), it follows that y(r) = £ [ B(s)ds, 7 > 0, v(0) = 3(0) and

Co(r) = [1(@) = B rcapy @ >0, / ds / ol "0,

Note that §(r) is increasing in r and so is y(r). Next, let G(a) = v(a) exp[—F,(a)]
for simplicity. We will prove the following two assertions:

a(V) = sup G(a). (2.3)
a0
and
sup G(a) = G(ay) (2.4)
a=0
where a; > 0 is determined uniquely by the equation fo r)dr = 2/a. These

assertions certainly imply the statement of Theorem 1.3: a(V) > G(ap). We now
prove the second assertion. Note that

= [ar [ @) - sesas
_“227@ —/Dadr/orﬁ(s)ds
_ “;7(@) _/an(r)d(T;)
- /0 "2 (r)dr.
Hence G’(a) = 7'(a)[1 — a®*v(a) /2] exp[—F,(a)]. Because 7' > 0 and the unique-

ness of ay, we have G’ > 0 on [0,a,] and G’ < 0 on [ay,00). Thus, the global
maximum of G is achieved at a,. This proves (2.4). Next, since a2y(ay) = 2, we

have
o (ag) = Brtao) = [ ar [ 500
—1 —/0 (ag —s)i(s)ds
— 1 a2y(ag) +/0 " rB(r)dr
- _1+/0a° rB(r)dr.
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Thus, G(ap) coincides with the lower bound given in (1.5). Moreover,

G(ag) = sup G(a) > G(0) = B(0), (2.5)

a>0

which was mentioned in the last section.

b) We now begin to prove (2.3). Since we always have «(V) > 0, (2.3) is
meaningful iff sup,~qv(a) > 0 (equivalently, sup,>, 8(r) > 0). Thus, by a), we
need only to show that a(V) > G(ag). But the proof given below makes no
difference if we replace ag with any fixed a > 0. Because

Fl(r) = /07“ Colu)du = r{i /Oaﬂ(u)du — % /Orﬁ(u)du}, r<a,

we see that F.(r) > 0if r < a and F.(r) = 0 if r > a. Hence,
osc(F,) =sup F, —inf F,, = sup F, = F,(a).

c¢) Next, since Cy(a) = y(a) — f(a) < 0, C, may not be continuous at a. For
this, we need a modification of Cy. Let ¢ € (0,a) and define

E—T

Co(r) — Cyla) p if r€[0,¢]
Ca(r) = Ca(a)<1—T;a), if re€la,a+ €]
Co(r), otherwise,

Fi(r)= /07’ ds /OS C¢ (u)du.

Then C¢ € C(R;) and F¢ € C?(R,). Moreover, it is not difficult to check that
(Fg) =0, (F5)'(r) = 0forall v > a+e and C5(r) — L [ C5(u)du < 0 (Note
that [ Co(r)dr = 0). Hence osc(F:) =sup Ft = Fi(a+¢) — F,(a) as € — 0.
d) Take V.(z) = F:(p(z)), where p(x) = p(p,z). Then osc(V.) = F(a + ¢).
On the other hand, for x € M and X € T, M with || X| =1, by (2.1), we have

Hessy, (X, X) = (F2) (p)Hess, (X, X) + (F5)" () (Xp)?
1 P £ € _1 P € (uw)du 2
= ca<u>du+[ca<p> e >d]<Xp>
> Cg(p)-

Here in the last step, we have used the fact that (Xp)? < ||X||? =1 and C%(p) —
% Jy C5(u)du< 0. Therefore,

a

inf K(V = V,2) > inf {CE() + B} > 7(a)

rxeM

By the B.-E. criterion and (1.2) we obtain a(V) > 7(a)exp[—F:(a + €)]. Then
(2.3) follows by letting € — 0.
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(2) The proof of part (2) of Theorem 1.3 is similar. Recall that the functions
~ and F, are given by (1.4) with f(r) = sin (\/Er)/\/% By using the smoothing
approximation as in the proof c¢) above, we may and will assume that F, is a
C?2-function. Next, for p(z) < a, we have

F!(p) = f'(p)[v(a) = Bo f(p)] = f'(a)y(a) — B(p).

Thus, as we did in proof d),

Hessp, (,) (X, X) = F,(p)Hess, (X, X) + F,/(p)(Xp)* = f'(a)y(a) — B(p)-

Therefore, K(V — F,(p),z) > f'(a)y(a) for p(z) < a. On the other hand, since
F.(p) = F,(a) for all p > a, we have

K(V = Fu(p),z) = K(V,2) > B(a) = f'(a)Bo f(a) > f'(a)y(a)

for p(x) > a. Now, the desired conclusion follows from the B.-E. criterion and
(1.2). O

In view of the proofs of Theorems 1.1 and 1.3, one may expect some further
improvement. For instance, one may take —k into account when k£ < 0. In part
(1) of Theorem 1.3, one may use h o p instead of p for some suitable function h.
However, on the one hand, we restrict ourselves to general and computable esti-
mation. Based on this and also from the geometric point of view, our perturbing
potentials are more or less natural. On the other hand, we have tried several dif-
ferent potentials, including the above suggestions, but none of them ever produces
a better estimate.

Proof of Corollary 1.4. Consider the operator

d
— 0? ov 0
_ § ’ AN —
B = (U )” [89318903 * aa:j 8951}
i,7=1

in R%. By (1.6), we have

a(L) > a(6L) = da(L). (2.6)

On the other hand, under the Riemannian metric ¢(0/0z;,0/0z;) = (02);1, we

have L = A, +V,V (see [3]). For € R? and X € T,R? with g(X, X) = 1, there
exists ¢ € R? such that X = Zf c;0/0x; and c¢*(071)%c = 1. Then

2
Hessy (X, X) ”Z chJa 8:0] = (o7 e)* [U<8i5";j)a] (07 tc) < Ay ().
Hence K(V,z) = —Ay(z) and so Corollary 1.4 follows from (2.6) and Theo-

rem 1.3(1). O
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Proof of Theorem 1.5. a) As usual, one uses the Riemannian metric
9(0/0:,0/0x;) = alx)~"

instead of the Euclidean one I. Note that the induced Riemannian distance is
indeed equivalent to the Euclidean one since 1] < a(z) < ol. Thus, without
loss of generality, we may and will assume that a(x) = I.

b) Given g € C'(R%) with compact support, let f = ge®/?, where u = —V +
log Z. By (1.6), we have

/92 log (g%e")dx — (/dex) log </g2da;>

2 1
) V(HVQII + 19 IVVIE +glVyl HWII) x

Equivalently,

/ g*log g*dz — < / 92dff> log < / 92dw> —Ofm / v(glIVal IVVI+IVal?)de

< /ug2<m - 1>dx. (2.7)

c¢) To prove the assertion, it suffices to construct a sequence g, € C 1 (Rd) with
compact support such that [ug? = 1 and moreover the left side of (2.7) goes to
zero as n — 0o. To see this, assume that

% Jm [ [VV@)Pr(@)/V(@)] =: A < .

Then in the limit (2.7) yields 0 < a(L)"'A — 1. The construction given below
is a slight modification from [9]. Choose a non-negative h € C''(R) with support

[0,1], [y h(s)?ds =1 and inf{h(s) : s € [0.1,0.9]} = 1. Define

¢ :/ h<’m|_n)da: () = —— h('x|_”>.
{n<lel<2n} n ’ Cnu() n

Then g, is well defined for large n and has support {z : n < |z| < 2n}.
d) Let 4, = vy, + log Z, then for large n and |z| > n we have

1 VAo [[Vull [[A]loo
[ mll | IVgnl ndtie T 2yt (2.8)
On the other hand,
2
IVu(@)|v(x) <34Cs]  and - WYUDIVE) 0y o)

V(x)
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for large |x|. So for large n,
3AC|x| N 3A||R|I%
nln Y 20, 9n

nvmuwwﬂwﬁlg{wmethn

Ch
giln T n
0,7, Hn<lzl<2n)

}f{n<|z<2n}

for some constant C; > 0. Note that

by = / dr > Cg/ dx
{1.1n<[z|<1.9n} {n<lz|<2n}

for some constant Cy > 0 (Here is the main place in which the restriction on the
growth of the volume is required). We obtain

c
lim /HVUH Vgnvgnde < im —CL =0, (2.10)

n—o00 ;}/nCQ -
Next, by the second inequality of (2.9) and the assumption, we have
3A< I4 >2 _ 3AC%[z? _ 4AC?Ja]?
=V AUVl -V

v(z) <

for |z| € [n,2n] and large n. Moreover,

vIVul>  [|Vul?y 1 o 3A
UV |ul ullnFn ~ a2

Combining these two estimates with the second inequality of (2.8), we obtain
lim /1/||Vgn||2d:n =0. (2.11)
n—00
e) Since 9721 < HhHoo(En:yn)_ll{n<|w\<2n}a we have

[ < hl/(Cai) 50 a5 n oo

lim </gidz> log (/gidx) =0 (2.12)

Finally, noticing that g2 < ||h]|oo/(€n7n) < ™! for large n, |z log x| is increasing
in (0,e7!) and £,, < C3n? for some C3 > 0, we have

h h
{n<lol<2n} InTn

en :Y?’l
o | blls o Wl
02 Yn Yn

and so

dx

log

1Al
dl log C
+ Cﬂn( ogn + log Cs)

which goes to zero as n — co. Combining this with (2.10)—(2.12), the assertion
follows from (1.6) by letting n — co. [
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ESTIMATION OF SPECTRAL GAP FOR MARKOV CHAINS

Mu-Fa CHEN

(Beijing Normal University)
December 20, 1995

ABSTRACT. The study of the convergent rate (spectral gap) in the L2-sense is mo-
tivated from several different fields: probability, statistics, mathematical physics,
computer science and so on and it is now an active research topic. Based on a
new approach (the coupling technique) introduced in [7] for the estimate of the
convergent rate and as a continuation of [4], [5], [7]—I9], [23] and [24], this paper
studies the estimate of the rate for time-continuous Markov chains. Two variational
formulas for the rate are presented here for the first time for birth-death processes.
For diffusions, similar results are presented in an accompany paper [10]. The new
formulas enable us to recover or improve the main known results. The connection
between the sharp estimate and the corresponding eigenfunction is explored and il-
lustrated by various examples. A previous result on optimal Markovian couplings4!
is also extended in the paper.

1. INTRODUCTION. ONE MAIN RESULT AND EXAMPLES.

Let E be a countable set. Consider a reversible Markov chain P(t) = (p;;(¢) :
i,j € E) with regular and irreducible Q-matrix ) = (g;;). The reversible (prob-
ability) measure is denoted by (m;). The purpose of the paper is to study the
exponential convergence:

1P f = (NI < If = x(F)lle

for all ¢ > 0 and f € L?(w), where || - || denotes the L?-norm and #(f) = >, fim.
It is known that the maximal exponential rate €,,x is given by the spectral gap:

gap (D) := nf{D(f, f) : 7(f) = 0 and [|f]| =1}, (1.1)
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where D(f, f) is the Dirichlet form
1
D(f, f) = 9 Zm%j(fj - fz')2
1,7

with domain

(D) ={f € L*(m) : D({. f) < oc}.

Actually, the spectral gap is nothing but the first (non-trivial) eigenvalue \; of
the generator in the L?-space. Refer to [16] and [2], or [3; Chapter 9]. Clearly,
the variational formula (1.1) is very useful for a upper bound but it is much
more difficult to handle the lower bound for which various approaches have been
developed (see for instance [2], [12], [14]-[19]).

Recall that there is a well-known topic in the study of Markov chains. That is
the exponential ergodicity:

Ipij(t) — 7;| = O(exp[—at]) ast— oo

for some constant & (maximal) > 0. Refer to van Doorn [21,22] and Zeifman [25]
(see also [3; Chapter 9]) for related results and references. It is interesting that
these two convergences are indeed coincides each other for birth-death processes
and moreover A; = &2/, From this point of view, the study of the spectral gap
has much longer history. Due to this relation, on the one hand, we obtain some
examples given below for which the spectral gaps are explicitly known and on
the other hand, this paper presents a new approach to estimate the rate of the
exponential ergodicity for birth-death processes.

The estimate of spectral gap has a very wide range of applications. A fashion-
able application of the topic is the Markov chains Monte Carlo. Next, the presence
or absence of the spectral gap provide us a way to describe the phase transitions
(cf. Sokal and Thomas (1988) and Liggett (1989), for example). Among other
applications, we mention that the spectral gap is used by Aldous and Brown
(1993), Iscoe and McDonald (1994) to study the asymptotics of the exit times, by
Deuschel and Stroock (1990) and Chen and Wang (1994) to estimate the logarith-
mic Sobolev constant and by Jerrum and Sinclair (1989) to study the randomized
approximation algorithms. See for instance the survey article [4] for more infor-
mation about the backgrounds and for more references.

To see the difficulty of the problem, let us look at some examples. Consider
the birth-death process with birth rate b; = ¢ + 1 and death rate a; = 2i. Then
A1 = 1 and the corresponding eigenfunction is linear. We now keep b; to be the
same but add a constant to a;, i.e., a; = 2i + (¢ > 1). Then \; = 2 and the
eigenfunction becomes quadratic. Next, consider the nearly trivial case that the
state space consists of three points, £ = {0, 1,2}, so we have four parameters
bo, bl and ai, as only. Then

)\1:2_1[a1+a2+b0—|—b1—\/(al—a2+b0—b1)2+4a1b1].

Even in such a simple situation, the role played by the parameters for A\ is still
not so obvious. From these, one sees the complexity of the problem and the
sensitivity of Ap.
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In order to justify the power of our approach and to compare with the previous
results, we now discuss one of the main results of the paper. Recall that for a
positive recurrent birth-death process with birth rate b; > 0 (i > 0) and death
rate a; > 0 (¢ > 1), the reversible measure (7;) is the following:

M _ ~ boby -+ b1
Ty = —, MO_L -

=, i1 =1, = i-
w a a;az---a; a ;M

Let ¥ be the set of all positive sequences (v; : i > 0) and define

Ri(v) = aj41 +b; — a;/vi—1 — bip1v;
= Aa(i) — Ab(i) + a;[1 — v; 4] + bira[1 — vyl
ap:=0, v_1:=1, >0, (1.2)

where Aa(i) = a; 11 — a;. Next, let # C L'(m) be the set of all strictly increasing
sequences (w; 14 > 1) with 3,5, pjw; > 0. Define!

oo
Li(w) = bipi(wiyr — wi)/ > wwy, iz,

j=i+1

Io(w) = by (1 +w1/§ujwj>. (1.3)

Theorem 1.1. Consider the birth-death process as above. We have

gap (D) = sup inf R;(v). (1.4)
vey 120

gap (D) = sup inf [;(w). (1.5)
wew 20

Moreover, the supremum in both (1.4) and (1.5) can be attained.

Clearly, for each test sequence v € ¥ (resp. w € #), one obtains from (1.4)
(resp. (1.5)) a lower bound of gap (D). Thus, (1.4) and (1.5) are dual variational
formulas of (1.1). In view of (1.2) and (1.3), one sees that the differential form
(1.4) and the summation form (1.5) are quite different but there is indeed a
correspondence between (v;) and (w;) (Lemma 2.1). As we will see soon each of
them has its own advantage.

By using Theorem 1.1, it is rather easy to prove the following corollaries which
contain the main known results. For instance, part (1) below is deduced from
(1.4) directly by setting v; = y/a;t+1/bi+1. The other parts will be proved in
Section 2.

L1f Y isokjw; =0, ie, wo = =3 ;5 pjw; = 0, then the second formula below can be
included into the first one.
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Corollary 1.2. (1) (Van Doorn (1985)).

gap (D) > 31>1(f) {aiv1 +b; — Vaib; — /ais1bit1 }

(2) (Sullivan (1985)). If > ., 1y < cip forall i > 1 and pip1 < copgb; for all
7 >0, then
gap (D) > (ver — Ve —1)7/(cr1e2) > 1/ (4ckea).

(3) (Liggett (1989)). If >°.; py < crpia; and Y-, pja; < copa; for all i > 1,

then
gap (D) = (Ve2 — Ve — 1)2/01 > 1/(4cre2).
(4) fa; =biand i), 1/a; < cforalli>1, then gap (D) > 1/(4c).

Applying (1.4) to some typical (v;), the corresponding lower bounds are given
as follows.

Corollary 1.3. (1) v;=r[1+1/(i+ )], 7> 1, c € [0,00].

a;

1 1
D) > inf ¢ a; by — —|1—- —b; 1
gap (D) ;go{aﬂ—i_ r[ z—l—c] HT{ i +c]}

( .
infi>0 {aiﬂ +b; — di_ bi—l—lr}, if c =00 (Ie v, = 7")
T

1 i )
= infi>0 {aiﬂ +b; — ? |:Za + (’L -+ 2)bi+17":| }, ife=1

. . : 1 :
\ ll'lfi>0 {Aa(z) — Ab(z) + T C[ai — b1‘+1]}, if r =1.

(2) v; =1 —Cl/(’i—i—Cg), co >0, ¢ € (0,62).

. . % bi-i—l
ap (D) > inf < Aa(i) — Ab(7) — ¢ - .
gap (D) i/{ (@) (@) 1[1—1—1—02—01 2—1—02]}

Most the results in the paper are meaningful for the finite state space F, =
{0,1,--- ,n} with reflection boundary. For instance, for (1.4), we need only to
consider the quantities R;(v) up to n — 1. Let us return to the case that n = 2.
By choosing

vo = (2b1)7* [611 —ag +by— by +/(ay —ay +by—b1)2 + 4(1151];

it follows that Ry(v) = Ry1(v) = A1 and so by (1.4) our estimate is sharp. The
same bound can be achieved by [16] or [25] but not others. Here and in what
follows we compare our estimates with those given in [12], [14]—[17], [19] and
[25]. Most of the papers, except [16] and [20,21], deal with bounded operators
only but some of them allow the state space to be general (i.e., studying jump
processes rather than Markov chains). The result of [19] on Markov chains was
extended in [2,3] to unbounded operators with different proof.
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Before moving further, let us look at four examples which are standard in queue
theory and the spectral gaps for the first three of them are explicitly known!21:[22],

b; a; A (%
b a(a>b) (\f—\/l;)g a/b
Bo + Bt 011 0 — B 1
b Vb?+4ab—b (Vb2 +4ab+b)(i+2)
it 1 ¢ T o 20(i + 1)
b a(i A k) (Vak —vb)? ak /b

By part (1) of Corollary 1.3, we see that our estimates are sharp for all these
examples, but for the last one, one needs a restriction

1<Va/b<VEk/(k—1) (k>2).
The estimates given in [16],[19], [25] are all sharp for the first example (but not

for the others) and [12], [14] and [17] are not suitable for the first example. We
now return to the last example and let k > 5. If

k k—5
VE/(k=1) < Va/b< 2<1+ k:—l)’

take v; = k/(k—1). We get gap (D) > a—0b/(k—1). These two estimates are the

same as in [25]. Finally, if
k k-5
a/b 5 < Ve >

take v; = \/%. Note that in general, if Ry A Ry < inf;>2 R; and Ry # Ry (here
we have ignored v from R(v)), one may improve the estimate by replacing the
original vg with vy = (2b1)*1{\/F2 +4a1by +I‘}, where I = a1 +bg—as—b; +ba0.
Then, for this new sequence (v;), we have

R; = Aa(i) — Ab(i) + a;[1 — v L]+ byl — vy, i>2
Ry =R, = 21 [al + ag + by + b1 — bavy — / I'2 +4a.1b, ] . (16)

By using (1.6), we obtain for this example in the last situation that

gap(D)2;[37“2—7“—1—2—7"\/7"2—27“4—5], r:m.

From the author’s knowledge, the precise value of A1 are known only for the
above typical examples. However, we can now produce infinitely many new ex-
amples with sharp estimates. For instance, we have the following simple but
non-trivial ones.
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b; a; A1 vy
i+ Bo 200+ 1) + 5o 5 T2
(Bo > 0) (ap = 0) i+11
i 42 2 2 '
NEE
. . 33+ 1
2+ (—1) 212+ (—1)7] 6 — /33 —

The lower bound of the first two examples come from part (1) and part (2) of
Corollary 1.3 respectively. The test sequence used in the last example is v; =
(\/ﬁ — 1)/4 for even 7 and = (\/334— 1)/4 for odd 7. To see the estimates are
sharp, we need the following result for the upper bound. Recall that there is a
one-to-one correspondence between a (Q-matrix and its operator €2:

quj z

In the present case,
Qf(i) = ai(fi-1 — fi) + bi(fix1 — fi)-

Proposition 1.4.

(1) Let A > 0. If the equation —Qg = Ag(go = —1) has a solution (g;) which is
strictly increasing, then g € L'(7). If either g ¢ L?(7) or g € L?() but still
7(g) = 0 (equivalently, lim,,_ o tnbp(gn+1 — gn) = 0), then X > Aq.

(2) Let f € L'(x). Then

N < { > iso Tibi(fir1 — f)? ) [m(f2) = =(f)?], if feL?(m)
1 X
himn—n)o Zz 1IU/’La’l fl f’t 1 /ZZ O,U/z 7 |ff ¢ L2(7T)

For the above examples, the function g required by part (1) of the proposition

has the form
j—14i-1

gi=—-1+ud [[on, =1

=0 k=0

for some positive ug. Actually, here we have used the inverse way. Originally, we
fix a strictly increasing function g with go = —1 and a constant A > 0. Regarding
g as an eigenfunction (that is, —Q0g = Ag and g # 0), from which the relation of
the rates a; and b; is determined. Then the sequence (v;) comes from u; = g;41—¢;
and v; = u;41/u;. This explains our original way to construct the examples with
sharp estimate. Note that on the one hand, the function v may have less number
of parameters than that of g. On the other hand, we need only inf;>o R;(v) = A\
rather than R;(v) = Ay for all # > 0. Hence, Theorem 1.1 provides us much
more chance to achieve the sharp estimate rather than using the eigenfunction
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only. To see this, consider a; = b; = i2(i > 1). As an application of either
part (2) of Corollary 1.3 with v; = 1 — (2i + 4)~! or (1.5) with w; = /i, and
part (2) of Proposition 1.4 with f; = v/i, we get A\; = 1/4. The corresponding
eigenfunction is far complex than v/i. Generally speaking, it is impractical to
use the eigenfunction directly since the A; and its eigenfunction g are known or
unknown simultaneously. However, it is usually not difficult to find out some
approximation of the eigenfunction. This is just what kept in our mind, the
test sequences. On the other hand, since the eigenfunction is very sensitive, it is
impossible to have a single unified (v;) or (w;) for all models. What one can expect
is naturally some classification of the test functions as illustrated in Corollary 1.3.
The next result is a weaker but simpler version of (1.5).

Corollary 1.5. (1) For every w € # with wy = 0, we have

gap (D) 2 ZII>1](.11 {ai + bi — aiwi,l/wi — bleJr]_/wl}

(2) For every w € #, we have
gap (D) > inf {wi/zl[ajﬂj]_l ;Nkwk}-
i= =j

For the remainder of this section, we show that we can always get some non-
trivial estimates from Theorem 1.1 whenever lim, | R;(v) > Oorlim,  _ I;(w) >
0. The next result is convenient in practice since the test sequences (v;) or (w;)
have already carefully designed. Part (1) below is effective if the number m is not
too much negative and m; is big for large enough 1.

Corollary 1.6. (1) Set m; = Aa(i) — Ab(i) and m = inf;>¢ m,. Define
51+1 = (Z + 1)(777,Z — m) + b1‘+1 (Z = 0)
For every N > 1, choose

wy < [ij(b 1+Zak caj1/(bx - )ﬂ_l.

Then we have

D) > in { S my—ay/(N=1), inf m;}.
gap (D) Sup min ywy +m, my an/( ), Jnf m

(2) Let himi—)oo(ai — bl)/’L > (0. Define Ty = Yi = CLi/(]. + bz) if a; < 1+ bl and
otherwise z; = 1, y; = a; — b;. Then

gap (D) > me {yz H;;ll xj/ [1 + Z Hk 1 xk} } > 0.

Consider again the non-linear example: a; = i* and b; = i + 2. Then Corol-
lary 1.6 (1) with N = 1 gives us the lower bound 1.00246 which is about half of the
exact value A\; = 2 (by Corollary 1.3 (2) with ¢; = 2 and ¢y = 3). The following
comparison result is very useful in practice to simplify some computations.
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Proposition 1.7. (1) Fix N > 0. Define successively
EN:bN, ZN)Z':bi\/{ai/vi_1+l~)i+1vi—ai_H—I-OzN}, 0<i<N-1. (17

Then
. bo---bn—1 .
ap (D) > | inf R;(v sup ———— inf R;(v)]|. 1.8
wr (D) > [t Ao V[ 2P R
- (2) For any regular birth-death process with rates (b;,@;) having the properties
bi—1/a; = bj—1/a; and a; > a; (i > 1), we have the same lower bound given in (1.8).

Consider again the periodic example: b; = 2 4+ (—1)% and a; = 2b;. By using
part (2) of Proposition 1.7 and comparing the example with b; = 1, a; = 2 and
b; = 3 and a; = 6 respectively, we get

(V2-1)°~0172 <\ <3(V2—1)* = 0.515.

The exact A1 is 6 — V33 ~ 0.2554.

Actually, from part (2) of Proposition 1.7 and (1.1), it follows that the above
estimates hold not only for a much larger class of birth-death processes but also
for those regular, reversible Markov chains with ¢; ;1 > 0 and ¢; ;41 > 0. Finally,
we study when gap (D) > 0.

Corollary 1.8. The spectral gap is positive iff one of the following conditions holds.
(1) There exists v € ¥ and N > 0 such that inf;>y R;(v) > 0.

(2) There exists w € L'(7) and N > 0 such that w; is increasing started from
N, wy >0 and inf@N Iz(w) > 0.

Corollary 1.9. The spectral gap is positive if one of the lower bounds given in part
(1) of Corollary 1.2 or in Corollary 1.3 when “inf;>(" is replaced by “lim, " is
positive, or one of the following conditions holds.
(2) (Tweedie (1981)) S :=>">° {1/an + > o i bk bn/lag - ans1]} < oo
(3) (Van Doorn (1985)) lim, (ai +b; — \/aibl;l - \/ai+1bi) >0

In case (2), we indeed have gap (D) > S~

We remark that for a; = b; = 7 (i > 1), part (2) of Corollary 1.9 is suitable iff
v > 2. When v =2, forv; =1— 1/(22 + 2) (corresponding to part (2) of Corol-
lary 1.3), we have lim, __ R;(v) > 1/4 = A;. Applying part (2) of Proposition 1.4
to the function f; = /J, we get \; = 0 for all y € (1,2).

The remainder of the paper is organized as follows. In the next section, we
will quickly prove all the corollaries given in this section. A general result, which
contains the main part of Theorem 1.1 and works for general Markov chains, is
stated and proved in Section 3. In section 4, we will return to the birth-death
processes and complete the proofs of Theorem 1.1 and the propositions given in
this section. We will also prove there an accompany result (Theorem 4.3). The
optimality of a coupling used in Section 4 is proved in the Appendix.
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2. PrRoOOFs OF THE COROLLARIES.

As we mentioned before, the sequence (v;) comes from another sequence (u;):
v; = uiy1/u;. We will use both according to our convenience. In particular, we
may and will use R;(u) := a;+1 + b; — aju;—1/u; — bir1ui4+1/u; instead of R;(v).
The next result shows the equivalence of (1.4) and (1.5).

Lemma 2.1. (1) Given w € #/, set

Z/’L] Wy,

J=1+1

= [;(w) for all i > 0.
> 0) such that inf;> R;(u) > 0, set

’Llu’l

i > 0. Then we have R;(u)
(2) Given positive (u; :

w; = a;ui—1 — byu; + ¢/ — po), 1= 1,

where ¢ = lim,, 0 by fintt, < 0o. Then we have w; 1 > w; foralli > 1, w € L'(w),
> izt Hiwi > 0 and I;(w) > Ri(w) for all i > 0.

Proof. a) It follows from the definition of (u;) that
bi—1pi—1ui—1 — bipu; = pyw;.
Since b;_1u;—1 = a;l;, we obtain
a;ui—1 — bju; = w;, 7> 1. (2.1)

Hence R;(u) = (w;4+1 — w;)/u; = I;(w) for all i« > 1. On the other hand, by (2.1),
we have

Ro(u) = a + b[] — blul/u(J = bo + (a1u0 — blul)/uo = bo + wl/uo = Io(w)

We have thus proved part (1) of the lemma.
b) For part (2), we first prove the existence of the limit lim,, o by ptnt,. To
do so, take w; = a;u;—1 — bju; + byuy (i = 1) for a moment. Note that

(wi+]_ — wz)/ul = (azquui — bi+1ui+1 — Q;U;—1 + blu,)/ul = Rl(u) > O, ) > 1.
We have w; T. On the other hand, since

piwy = ajpiitip — bipiuy + bipiur = ajpiug > 0,

we see that wy; > 0 and so w; > 0 for all 4 > 1. Thus,
0< > pjw
j=1
n n
= Z {bj—1/ij—1uj—1 - bj/ijuj} +biuy Zﬂj
j=1 j=1

n
= bopoto — bpfinty + biuy Zﬂj-
j=1
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Since the left-hand side is increasing in n, it follows that b, pu,u, must have a
finite limit ¢ > 0 as n — oo.
Next, redefine

w; = a;ui—1 — byu; + ¢/ — po), 12> 1.

Then (2.2) remains the same. Moreover,

> pjw; = bipiv; —
J>it1 0 1G<i

wg, i 0. (2.3)

This gives us w € L'(7) and > is1 Hiwi > 0. Now, by (2.2) and (2.3), we get
Ii(w) = bipi Ri(u /Zﬂjwj/ i(u), 121,
j=i+l
and

wor-afien/Eon)

j=1

ajug — byuy +¢/(p — pio)
by (2.3
- oy (2:9)
> a1+ by — blul/uo = Ro(u)

= by +

Therefore, I;(w) > R;(u) for alli > 0. O

Proof of Corollary 1.8. By Theorem 1.1, the conditions are clearly necessary. We
now prove the sufficiency.
a) Part (1) of the corollary follows directly from part (1) of Proposition 1.7.
b) To prove part (2), choose a strictly increasing sequence (linear, for instance)
(w;) such that w; > 0, w; = w; for all i > N. Of course, Zj>1 piw; > 0. It is
now easy to see that inf;>o I;(@w) > 0 since the original (w;) is modified locally
only. [

To prove Corollary 1.2, we need a simple result. Part (1) below is an extension
to [16; Lemma 3.6].
Lemma 2.2. Let (m; :i>1) and (n; : ¢ > 1) be non-negative.
(1) If > ,5;myn; < camg and 3o, my < cam; for all i > 1, then
c1 co— 1

T < ———2 *(ifl)mi’ i1, <~ <1,
;’Y J 3\1_62(1_7)7 = s v

(2) If >,5;my <cfiforalli>1, then

Z]'vmjgc{ﬂl+2 [J—kl }}, i>1, ye€][0,1).

j=i Jj=i
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Proof. a) Assume that (m;) has finite support and set M; = >

Z'Yﬁjmjnj Z')’ (Mj — Mj+1)

i M1 Then

j=t j=t
_")/ZM—I— 1— Z’y (j+)M+1
j=i
<e [fy_”lmi +(1—7) Z ’y‘jmj] . (2.4)
j>i
In particular, when n; =1 and ¢; = c2, we get
—(i=1)p,

2’7 my S 1—62(1—7)fy

j=i

Inserting this into (2.4), we get the required assertion.

b) Set Mz = Zj}i m;. Then
N my =M+ [(j+1)7—ﬁ}M]+1<c{ﬂ 1+Z [(j+1)7—j7”. O
jzi Jjzi J>Z

Proof of Corollary 1.2. a) The application of Lemma 2.2 goes as follows. Part (1)
of the lemma gives us

WV

C1 .
“Iman; < Mit1, 7> 0.
= 2 s =D —c(1—7)]

PY g>z+1 v

Minimizing the right-hand side with respect to 7, we get 79 = y/(c2 — 1)/c2 and
hence

c ,
— Z Vo lmin; < ! 5 M1, i>0. (2.5)

'.Y()_Z 1_70 G2+l <\/07*\/62*1)

b) Applying (2.5) to m; = a;u;, n; = 1/a; and w; = 'yo_j7 we get

C .
Z piw; < - 5 @it 1Hit1s i > 0. (2.6)

wz+1 Wi S (\/E_ m)

From this, we have not only inf;>; I;(w) > (\/F — Vo —1 )2/01 but also

2
co —+/co— 1
I( )>bow1/z,ujwj>bow1—wo /Zujwj/ \/7 2 ) .

C1
j=1 j=1

This completes the proof of part (3) of the corollary.
c¢) The proof of part (2) is similar but setting m; = p; and n; = 1.
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d) As for part (4) of the corollary, note that

1 ) .
zlggom—(z—l {z” +Z 7_37]}

]>z
vt i o (5 + 1) — 47
=lim —+ 1i -
iggom_(i—l) zggow_(z_l z’Y lz _|_1)71

j=>i

1
— + lim Z(] +1)772

’y i—oo0 471 Y
L SR
1—y A(1—=7)

The right-hand side achieves the minimum 4 at vy = 1/2. Next, we show that

1 1
f“:m—ﬂ{mfz j+1[W+ ‘ﬂ}

jzi+l
is increasing in ¢. For this, it suffices that

ViTz-vi| ¥ jil[\r+1_¢3]

j=i+2
i+1 Vitl1++i 3o Vit
\/z—i—l \/2—1—2 1+ 2 [ B }
VitV (Vili+2) — (i+1))
(i+2)Vi+1 '
1 1 1
Because of - Vitl—v7) > — - — , the left-hand side above is
]+1( J Vi) Vitl Vi+2

greater than (vi+2 —+i)/Vi+3 > [(i +2)(i + 3)]71/2. But the right-hand
side is less than /i /[(i + 2)v/i + 1]. We have thus proved that f;+1 > f; for all
i > 0 and furthermore sup,-, f; = 4. Now, applying part (2) of Lemma 2.2 to
m; = 1/a; and v = 1/2, we obtain

\/zT—f];H‘//]\F At 27 Vi Vil

< 4e.

Hence inf;>q I;(w) > 1/(4c). On the other hand,

1 1
w)>bow1/ piw;, = —=————— > —. [
; T Zj>1\[7/aj 4c

For the remainder of the proofs, we need three lemmas. The second one below
is quite simple and hence the proof is omitted.
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Lemma 2.3. Let Q = (¢;;) be a regular Q-matrix with stationary distribution (7;).
If there exist a non-negative function h and constants C, ¢ > 0 such that

Qh < C — ch,

then 7(h) < C/c < 0.
Proof. Simply use [3; Lemma 4.13 and Lemma 4.10]. O

Lemma 2.4. Given non-negative (m;) and positive summable (n;). If

Zl}ﬂ]f/[(ml — mi+1)/ni+1 =:6>0

for some M > 0 then

Zglz\gmz/zj —iy1 My =0

Lemma 2.5. We have
inf I;(w) >0
i>M
provided
Quw(i) < —dw; foralli> M + 1.
Here, when M = 0, we preassume that wg = 0.

Proof. When M > 0, the conclusion follows from Lemma 2.4 by setting m; =
bipi(w;y1 — w;) and n; = p;w,;. The proof also works in the case of M = 0 and
wo = 0 since

bowl/Zu]w] = bo(wy — wy /ZMJU}J

j=1 j=1

Proof of Corollary 1.5. Part (1) follows directly from Lemma 2.5. To prove part
(2), let w € # and assume that

/e Sl
j=1 k=

Define

Z Zﬂkwk

jljujk]

Then (w;) satisfies the condition of Lemma 2.5, wy = 0 and w; is strictly increasing
(since D~ p;w; > 0 for all i > 1). By Lemma 2.3, we have w € L!(7) and hence
w € #'. Now, the assertion follows from part (1). O

Proof of Corollary 1.6. a) Define

iAN J

=1, cp=——" i>]1, i=1-

bkck
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Then, we have

Up — Ujy1 = i< N-—1. (2.7)

We now prove that
By (2.7) and the definition of u;, (2.8) is equivalent to

1+1
1—

2 1<i<N-1. (29

=1 b C 1 kck
For this, it suffices that wy Z;V:1 Jc; Zi:l 1/(l~7kck) < 1. But this follows from
the definition of wy.

Next, for 1 <i < N — 1, from (2.8), (2.7) and the definition of (¢;), it follows
that

mity + bipr (U — i) — ai(ui—1 — ug) = l;iJrl(ui — Uip1) — @i(Ui—1 — u;) + mu;
1+1 1

—waz—i-lCH—l §
k—1 kck

)

— WxNaA;Cq E =

i bkck

= Wy + mu;.
For ¢ = 0, we have
moug + by (ug —uy) = mo + ble/ZN)l > wy + mug.
Therefore,

in  Ri(u) > . 2.10
o Ri(u) > min {wy/ui+m}>wy +m (2.10)

For i = N, we have
myuy +bni1(uy —uyniy) —an(uy_1 —uy) =myuy —ay(uy_; — uy).

Thus, by (2.8), we get

ay(u —u
Ruv(u) = my — w( N;1 ) > my — Nafl'
N

(2.11)

Finally, as for ¢ > N, we have R;(u) = m;. Combining this with (2.10) and (2.11),
we obtain the required assertion in part (1).
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b) To prove part (2) of the corollary, choose N so that inf;>n(a; —b;) > 1 and
set

i—1j—1
wo=0, wy =1, wi=14Y []= i> 2.

j=1k=1

Since
i—1

W; — Wi—1 = H xj

j=1

and a; — b;x; = y; for all i > 1, we have

—Qw(z) = (wl - wi,l)(ai — bzdfl) =Y H Zj.

Noting that xz; = 1 for all « > N, we obtain

B (i—1)AN
dialC {yz H

Because lim,  __(a; — b;)/i > 0, by Lemma 2.5, we get

i—1 (j—1)AN
1+Z H ” i>1.
1 k=1

Jj=

gap (D) 2 inf[~Qw(i)/wi] > 0. U

Proof of Corollary 1.9. Because of part (1) of Proposition 1.7 and part (2) or
Corollary 1.6, we need only to consider the last two situations.
a) Note that

n=1 {a” ! kzzl Ak """ On+1 } - nz:l Un " ;MnH kZ:l pk—1bk—1
- nz::l a " ; H—10k—1 E:kunﬂ

n n=k+2

oo 1 oo
Y

k=0 FkDr j=k+1

Part (2) as well as the last assertion of the corollary follows from part (2) of
Corollary 1.5 by setting w; = 1(j > 1).
b) Assume that

ai+bi—\/aibi1 \/ahqb e>0 foralli>N.
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Then,
Voi(Vbi = VairT) Z e + Vai (Vo1 - Vai). (2.12)

If there is Ny > N such that /bn,—1 = /an,, then it follows from (2.12) that
Vbi—1 = /a; for all i > Ny. This is impossible since ), ; < co. Therefore,
ap/bp—1 > 1 for all n > N. Define

ap---a; \?

fwi:(bo_“bil) , 1 =1, wy = 0.

Then, w; is strictly increasing starting from N. Moreover, by assumption,
Qu(i) < —ew; foralli> N

and so for some C,
Quw(i) < C —ew; foralli>0.

From this and Lemma 2.3, it follows that w € L!(w). Now, part (2) of the
corollary also follows from Lemma 2.5. [

3. GENERAL RESULT AND ITS PROOF.

Let £ ={0,1,2,---,} and @ = (¢;;) be a regular, irreducible Q-matrix, which
is reversible with respect to the distribution (7;). We introduce two related Q-
matrices to deal with the perturbation of the transition rate (¢;;) and of the
distribution (m;) respectively. First, let @ = (gi;) be a Q-matrix, reversible with
respect to the same (7;) and satisfy ¢;; > g;; for all j < i (and hence for all 7, j
since the reversibility). Next, for a new distribution (7;) which satisfies

0 <inf7;/m; < sup;/m < 00, (3.1)
i i
we define a reversible Q-matrix (with respect to (7;)) as follows:
qij:qij 1fZ>j and q~ij :ﬁjiji/'ﬁ'i 1fl<]

Besides, we need a localizing procedure. Let n > 1 and define a Q-matrix Q, =

(Gij) on E,, :={0,1,2, -+ ,n} as follows:
Gij ifi, j<n—-1
Gij = Ekgndik:, ifi<n—-1,j=n

n—1
k=0

Clearly, Q,, is reversible with respect to the distribution (o, Tn—1, Zk>n k).
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A Markovian coupling of 2 means a coupling operator 2°°“P on the product
space E? having the marginality: Q" f(i,7) = Qf(i) (resp. = Qf(j)) for all
i, j and for every bounded function f depending on the first (resp. the second)
variable only. As usual, we also require that Q°°UP f(i,7) = Q.f(i) for all i and for
every bounded (bivariable) function f, where f; = f(i,4). As a typical example,
we mention here the classical coupling which is meaningful in general and quite
simple:

(Qf (-ri2)) (i) + (f (i1, ) (G2),  if i1 # o
Qf(i1), if i1 = i,
Because of [3; Theorem 5.16], we do not need to worry about the regularity of a

coupling operator.
We are now at the position to state our general result.

QP f(iy, 1) = {

Theorem 3.1. Assume that the Q-matrices @, @ and @ given above are all regular.
For each n > 1, let Q25°"P be a coupling of Q.

(1) For each n, let ¢ : E2 — [0,00) be a solution to the inequality
QWP (i1, i) +1 <0, 4y #ida, 41, iz € By (3.3)
with ¢(i,7) = 0 for all i € E,,. Then, we have
e T T\ N
(D) > (% S ) B [ e, o]

(2) Let p be a distance in E. If for each n, there exists o, such that

Q%OUpp(’L'l,ig) < —Oénp(’il,ig), ’il 7& iz, il, i2 € En, (34)
. s T\ 77—
then we have gap (D) > (mfi ﬁ/supi ~_> lim,,— o0 Q.
Remark 3.2. A simple but quite effective sufficient condition for the regularity
of the Q-matrix Q = (¢;;) is the following:
D migi < oo (3.5)
i

(cf. [3; Proposition 6.13]). Clearly, if (3.5) holds, then so is the Q-matrix Q
defined above. Moreover, under (3.1) and (3.5), we have

thﬁi = Zzﬁi@'j
i i gt

= 2227@'@@

i 3<i

ZQZfriZ%

% 7<i

< QZTEZ%‘ <

A 7j<t
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<2<sup)zmz%

ko Tk 7 1<t
—(sw ™) S
E Tk

< 00.

Hence, the ()-matrix @ is also regular.

Proof of Theorem 3.1. a) Because

Zﬂ'z(bj fz < Zﬂ'z%] fz = (fa f)

Hence, gap(D) < gap (D) by (1.1).
b) Note that >, m;(fi — (f))2 infrer Y, mi(fi — t)%. We have

ZZ>J Tiqij (f] fi)

f€L2(7T) infyer 32, mi(fi — 1)
Zz>] qul] (f] )2

fELz(W) infier Z mi(fi —t)?
infy, 7Tk/7Tk . Zi>j WiQij(fj _fi)2
> ———— inf - - 5
supy, /T feL(n) infier ), Ti(fi — 1)

gap (D) =

2

infy, m /7 ~
= %gap (D).
Supg 7‘—k/7‘—k

Here in the last step we have used the fact that L?(7) = L?(r) since 7 and 7 are
equivalent by (3.1). This technique goes back to [11, 9, 24].

¢) Next, by [2] or [3; Theorem 9.12], we have gap (D,,) | gap (D) as n — oo. It
remains to prove that

gap (ﬁn) > [ max (i, 22)] - (3.6)

i1#£42,11,i2€E,

and R
gap (Dy) = ap. (3.7)

Denote by (th, Xf) the coupling process of the original ones with Q-matrix Qn
and let
T={t>0:X}=X}?}

be the coupling time. Then, the conditions (3.3) and (3.4) give us
B2 iy, ia), i1 # io (3.8)

and
B2 (X[}, XP) < plin,in)e™™t, £20, i1 # i (3.9)
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respectively. Now, the conclusions of Theorem 3.1 can be deduced from the stan-
dard argument given in [7] or [4, 5, 23].

To explain the role played by the eigenfunction mentioned in the first section
and also for the reader’s convenience, here we prove (3.7) under (3.9). Let g be
the eigenfunction of —€) corresponding to A\; (They may be depend on n but we
simply ignore it for simplicity). By the forward Kolmogorov equation, we have
4Eg(X:) = E'Qg(X:) = —ME'g(X;). Hence

E'g(X;) = gie™ ™", (3.10)

Next, consider the coupled process (X}, X?) starting from (i1, i2). Since the state
space is finite, g is Lipschitz with respect to p (This indicates the necessity of
using the localizing procedure). Denote by ¢, the Lipschitz constant of g. By
using (3.10) and then (3.9), we obtain

e M g(ir) — glia) | KE™™|g(X}) — g(X7) | <cgB 2 p(X[, X7) <cgpliv,izg)e™ ",

Note that if g is strictly monotone (it is the case for the birth-death processes, see
Lemma 4.2), by taking p(i, j) = |g; — ¢;| and using the order-preserving property
of the coupling, the above inequalities can be all replaced by equalities with
a, = A1, without taking the absolute value. This explains a way to obtain
the sharp estimates. To complete the proof, simply choose (i1,42) so that

l9(i1) — g(i2)[/p(i1,i2) = cq.

Actually, the proof is almost the same if we use directly an eigenfunction h of
the coupling operator. Then the equalities hold whenever the coupling process is
order-preserved and h(i, j) = g; — g; for some strictly increasing function g, which
may not necessarily be an eigenfunction of the original operator. [

We now mention another approximating method which is also meaningful and
sometimes even simpler. That is the restriction of @ to E,:

qz(;l):(iijv if ©#7J, 1,5 € Ep; g =~ Z qg’), i€ Ey;
J#i, JEEL
ﬂ'gn) = 7TZ'/ Zﬂ'k, 1c B,. (3.11)
k<n

In general, the @Q-matrix Q, = (qz(]n )) can be reducible. The main advantage of

this approximation is that if (3.4) holds with a,, = « for a coupling of the Q-
processes, then it holds often automatically for the coupling of the @),,-processes
for all n.

Corollary 3.3. Everything is the same as in Theorem 3.1 except the Q-matrix Qn
is replaced by (3.11).

Proof. For simplicity, we omit the superscript “~” of Q = (Gij) in the proof.
Since Q@ = (g¢;;) is regular, by [3; Theorem 9.9], we can choose a function f
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so that f = ¢ =constant out off F,, with mean zero and variance 1 such that
D(f, f) < gap (D) + e. Then, when n > m, we have

) (f —_czm/zm and 7 (f?) = <1_c2zm)/zﬂj

i>n j<n i>n j<n
Thus,
2
R O = | S Yo [(E)
i<n >n j<n
and so

We get lim gap (D,,) < gap (D) +¢. But € can be arbitrarily small, we finally
n—oo
obtain lim gap (D,) < gap (D). O

For the second approximation given by (3.11), we have proved a weaker con-
clusion that lim gap (D,) < gap (D) rather than gap (D,,) | gap (D) for the

first approximation. However, within the context of birth-death processes, the
last conclusion also holds for the second approximation.

Proposition 3.4. Consider the restriction of (b;,a;) to {n,n+1,--- ,;m} (0 < n <
m < 0o) with reflection boundaries and denote by gap,, ,, its spectral gap. Then we
have gap (D) <gap,,m. Moreover, gap,, , is decreasing as m | or n |.

Proof. a) Define 7r(" ™ = Ti/ Y m<kam k- Take f with 7™M (f) = 0 and
7" (£2) = 1 such that

1 n,m
2 Z g (f; = 1) < gapnm + €.
n<i, j<m

Define f = fIjci<cm] + falji<n) + fmljism). Then,

()= fod mit b yom w ()= D mA LY mA Y,

<n >m n<i<m <n i>m
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(P)-r ()= X w2 (1-Em) 4 Yo (1- )

ni<m <n <n i>m i>m

- 2fnfmz7rz Z TG

<n >m

= ¥ w(1 R m B ) e m

n<i<m <n >m <n >m

2 Z ;.

n<i<m

Due to the restriction to the birth-death processes,

Z 7Tiqij(fj - fi)2 = 7Tn—lQn—l,n(f:n—l-l - fn)z =0

<j<n

and . ) . ~
Z 7015 (fj — F1)* = Tm@mmt1(Fma1 — fm)? =0,

i<m<j

we have
~ ~ > 2 n,m

ZWiQij<fj —fz‘)Q/[W(fz) —(f) } < Z 771‘( )Qij<fj — £i)? < gapn,m +€.
i<j n<i<j<m

Therefore, gap (D) < gapn,m + € and then gap (D) < gapy, m, by letting € | 0.
b) To prove the monotonicity of gap, ., it suffices to show that gap, ., >
gapn,m+1. This simply follows from the proof a) and even simpler. For instance,

the modified function f becomes HHin<ism) + fmdji=my)- O

Example 3.5. Let qo, = 8r > 0, qro = 3 (k > 1) and ¢;; = 0 for the other
cases of i # j. The operator —(2 has eigenvalues 0, 1/2 and % + 2 k>1 B with 1/2
having infinite multiplicity. The eigenfunctions of A\; = 1/2 are neither unique nor
monotone. Hence, this example is quite different from birth-death processes. Due
to the fact that B > 0, we may choose a strictly increasing sequence gi (k > 2)
so that Zk>2 Brgr < 0o. Next, define g1 < 0 by Zk>1 Brgr = 0 and set gg = 0.
Finally, define a distance p on Zy by p(0,1) = —gy and p(i,i+1) = giy1 —g; (i =
1). Consider the coupling Q°"P: If 4, j > 1, (4,7) — (0,0) at rate 1/2. Otherwise,
use the classical coupling. Then, it is not difficult to check that

Qcoupp(i,j) < —p(Z,])/Q
and so by Corollary 3.3, we have gap (D) > 1/2 = A;.

Example 3.6. Consider a Markov chain with state space Z2+ and with the fol-
lowing transition intensity: (i,5) — (i + 1,5) or (4,75) — (4,5 + 1) (i, j = 0)
at rate 5/4(0 < B < 1) respectively. (i,j5) — (i —1,7)(@ > 1,7 > 0) or
(¢,7) — (i,5 —1)(i = 0,7 > 1) at rate 1/4. Since the components are in-
dependent, by the Addition Theorem for spectral gap'® and the first example
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given above (1.6), we have A\; = (v/B — 1)2/4. It is also easy to obtain the exact
lower bound by using the coupling approach. Take the distance p on Zi to be
the sum of the ones on Z used in the example just mentioned above. Adopt the
classical coupling for the k-th (k = 1, 2) components respectively and then sum
them together.

4. APPLICATION TO BIRTH-DEATH PROCESSES. PROOF OF THEOREM 1.1.

In this section, we apply Theorem 3.1 to the birth-death processes and complete
the proof of the results given in Section 1. Since Proposition 1.7 follows directly
from Theorem 3.1, our main task is to prove Theorem 1.1 and Proposition 1.4.
To do so, we need some preparations.

We will use two different couplings: The classical coupling 25°"P mentioned in
the last section and the coupling by reflection Q25°"P. The second one is specially
defined for birth-death processes with rates (b;, a;). Again, we have Q2P f(i,1) =
Qf (i), where € is the operator of the marginals and f; = f(i,7). For i; < io, we
have

Q7P f (i1, 42)
= I[ze:z'l+1]{bz‘1 [fin 4+ 1,d2) — flin,i2)] + ai, [f(i,i2 — 1) — f(i1,i2)]
+ (@i, ANbiy)[f(i1 — Lia + 1) — f(ir,d2)] + - }
+ I[z@—z'ez}{(bil Aai,)[fir + 1,49 — 1) — f(in,i2)]
+ (biy Aai,) [ i1 — L io 4+ 1) — f(in,42)] +}

Here, we have omitted six terms on the right-hand side. Once a term A A B
appears, two other terms (A — B)T and (B — A)" should be also included for
the independent jump due to the marginality. For instance, because of the term
ai, A bi,, we should also have (a;; — bi,)T[f(i1 — 1,i2) — f(i1,42)] and (b, —
a;, )" [f(il, io + 1) — f(i, 12)] By symmetry, we can write down the rates for the
case that iy > is. Of course, these couplings are also meaningful for the localized
processes determined by (3.2) or (3.11) respectively.
Given a positive sequence (u;), we have a distance

S-S

k<j k<i

p(i,j) =

on Z;. Next, for any function v : [0,00) — [0,00) with y(0) = 0, v/ > 0
and 7" < 0, we can define a new distance v o p. A typical example of y(z) is
log(1 + rx) for some r > 0. It will be proved in the Appendix that with respect
to this class of distances, the optimal coupling is the coupling by reflection. A
critical application of the study on optimal Markovian couplings is that it leads us
to classify couplings according to different distances. For instance, if we restrict
to the special case of v(z) = x, then the last coupling coincides with the classical
one and furthermore

cou N L . .
QC pp(ll,lg) = bi2ui2 — QiU —1 — biluil + A Uiy —1, ap = O, 19 > 11 (41)
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(cf. [5; Theorem 3.3] and (5.1) below).
The next two lemmas characterize the eigenfunction of ;.

Lemma 4.1. Let A > 0 and g # 0 be a solution to the equation g = —\g. Then

go # 0 and
7I-nbn(gn+1 - gn) = _AZ?:() TG, n = 0. (42)

Proof. a) The formula (4.2) follows from
- Z TiGs = Z miQg(1)
i=0 i=0

= Z (miai(gi—1 — gi) + mibi(giv1 — 9i))
i=0

= Z [ — miai(9; — gim1) + Tit1ai41(git1 — gi)]
i=0

= —moao(go — g-1) + Tnt+1an+1(gnt1 — gn)

= Tpbn(gns1 — gn)-

Here the additional term g_; can be ignored since ag = 0.
b) If go = 0, then by induction, it follows from (4.2) that g; = 0. This is a
contradiction. [

Lemma 4.2. Let \; > 0 and g be a solution to the equation g = —A;¢g with
go < 0. Then g; is strictly increasing and g € L'(7). Moreover,

m(g) = — lim 7,b,(gnt1 — gn)/ M1 < 0.
n—oo
Proof. a) Since gg < 0, by (4.2), we have g1 > go. If g; is not strictly increasing,
then there would exist an n > 1 such that
go < g1 << Ggn-1<9Gn = Gn+ti- (43)

We are going to prove that this is impossible.
b) By (4.2), we have

gr < (resp. =) gry1 = Zfzo Tigi < (resp. =) 0. (4.4)
c¢) Define
n—1
gn ==Y migi/ ™
i=0
and

9i = gilli<n) + nljizn)-
Then, it follows from (4.2)—(4.4) that

gn 2 Gn = [Tn—1bn—1(gn — gn-1)]/(M70) = [an(gn — gn-1)]/A1 >0 (4.5)
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and moreover,

d)? Since 3-,5,, .y T < 1, §n > 0 and (4.6), we obtain

2
Srit - (Sra) =Xwitei ¥ on-it( X om) > St

i<n izn+1 izn+1 <N
(4.7)

On the other hand,

_Zﬂ'z gQg =\ Z Wzgz Tn—1bn—1Gn— 1(9 gn)_ﬂ'nangn(gn—l_gn)

i<n—1

=M Y T —Tnn [gn-1(Gn—gn) +Gn(gn-1-Gn)].  (4.8)

i<n—1

We now consider two cases separately,
i) If g—1 = gn (> 0), then it follows from (4.8) that

—Zm gQg <\ Z 77191-

i<n—1
Combining this with (4.7), we obtain
A <— Zm gQg /[ngz (ngz> ]<)\1 Z Wzgl/ngl <A1
3 i<n—1 i<n

This is a contradiction.
i) If gn—1 < Gn, then it follows from (4.5) that
T @ [gn—1(Gn — 9n) + Gn(gn-1 — Gn)]
= ntn [gn-1(Gn = M1Gn/@n = gn-1) + Gn (901 = Gn)]
= T (Gn — gn—1) [Mn — @n(Gn — gn-1)] — M0
> 0 (Gn = gn—1) [Mdn = @ (9n = gn-1)] = M7ngin

= —)\17'('”‘&7%.
Combining this with (4.7) and (4.8), we get
2
A<= mi(9) (i /[ngl (Zmﬁi) ]
< [/\1 Z Wi@?‘*‘&%ﬁi] /Zﬂz@?

i<n—1 i<n

= A1

2This part of the proof is corrected at the end of the paper.
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It is also a contradiction.

e) Having the increasing property of g in mind, it is now easy to show that
g € L'(m) by using Lemma 2.3 with h = g — go. The last assertion then follows
from (4.2) O

Proof of Proposition 1.4. The first assertion of part (1) follows from Lemma 2.3.
Define g; = gilji<n] + gnlji>n)- Then, on the one hand,

- Z ;(999) (1) = A Z 197 + Tnbn(gnt1 — gn)- (4.9)

i<n

On the other hand,

2
> mig; - (Zm%)
i i

2 2
=Yt 3wt X om) ~(Eme) e ¥ om
i<n izn+1 izn+1 i<n i<n j=>n+1
2
> Zﬂ'ig? - <Z7Tigi> —2gnz7ﬁ'9i Z T (4.10)
i<n i<n i<n j=2n+1
Hence

M < lim 2= TI99)()
S hm 5
nTeo N Mg — (ZZ Wigi)

A Zign 7rl-gi2 + Wnbn(gn—&—l - gn)

< lim

5 .
e Zign Tig; — (Zzgn Wigi) — 2¢n Zign TiGi Zj>n+1 Ty (4.11)

Next, since g; is strictly increasing, by (4.2), we have >, mg; < 0. Combining
this with the fact that g € L!(7), we get

—gangi Z T < [—ngi] Z mjg; — 0 asn — oo. (4.12)

<n jzn+1 i<n j=2n+1

i) If g € L?(7) and w(g) = 0, then by (4.2), lim, oo Tnbn(gnr1 — gn) = O.
Therefore, the right-hand side of (4.11) is less than or equal to A.

ii) If g ¢ L?(7), by (4.12), we have the same conclusion as in i). We have thus
proved part (1) of the proposition.

The first assertion of part (2) follows directly from (1.1). The second one
follows from Proposition 3.4. [

We are now ready to prove the first main result of the paper.

Proof of Theorem 1.1. a) First, we prove that gap (D) > inf;>o R;(v) for every v €
Y. For this, we use the classical coupling. By Corollary 3.3 and Proposition 3.4,
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in the present context, we can adopt the second approximation. Then, (3.4) holds
with a,, = a for all n provided

020, ) < —apling), i< (4.13)
Now, we prove that (4.13) holds iff
R; = a1+ by — [ajui—1 + bip1uiy1]/u; = «a, ag:=0, >0 (4.14)
3For this, set g; = Y _; uk (9o := 0) and p(i,j) = |g; — g;|, then
Q™" p(i, j) = Qp(+, ) (@) +Qp(4, ) (5) = Qg —9.) (1) +2(g.—9:) () = Qg(5) —Qg(7)
for ¢ < j, and so
QEp(i, ) = QL p(iy i+ 1)+ o+ QPP 1,5), i<

Hence
QP (i, §) < —ap(i,j) for all i < j

is equivalent to
thzoup/)(i?i + 1) < —Oép(i,i + 1)

From this and (4.1), we get the equivalence of (4.13) and (4.14).
b)*Next, by Lemma 4.2, the eigenfunction g of A\; should be strictly increasing,
so we can always obtain a positive sequence (v;) from g by taking

vi = (giv2 — 9i+1)/(giv1 — g:) (i = 0).

Thus, the supremum in (1.4) can be attained.
c¢) Because of Lemma 2.1, (1.5) follows from (1.4) and the supremum in (1.5)
can be also attained. [J

Similarly, we can prove the following result.

Theorem 4.3. For birth-death processes, if for some function ~,

inf [ - Q" yop(iyi+k)/yop(iith)] =ax>a, k=1

where Q2°"P~ o p(i,i + k) is given by (5.1), then we have gap (D) > «.

In the particular case that u; = 1, we can forget the original (u;) and reset
U; = Yir1 — Yi- Then v, = Zj<k u; and aj, used above becomes

infi>0{bi +ajy1 — (ai AN bi+1)u2 — (ai V bi+1)u1}/u0, ifk=1
Q= infi>0{(bi\/ Wik )Ug 1+ (Di AN Qir )y _o— (@i A bi+k)uk+1
—(a;V biJrk)uk}/'Wfa if k> 2.

3Then \1 > o := inf;>0 R; by part (2) of Theorem 3.1, and furthermore the inequality “>”"
in (1.4) holds.

4When A1 = 0, the equality in (1.4) is trivial since the inequality “>” holds by a), and by
part (1) of Lemma 2.1, sup, ¢ inf;>0 R;(v) 2 0. It remains to consider the case that A1 > 0.
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Example 4.4, Take Exy = {0,1,--- ,N}, a; = 1(1 <i < N) and b; = 1 (0 <
i < N —1). Applying v(z) = sin[rz /(2N + 2)] to the last formula, we obtain the
exact bound:

Ay 1= 0= =0y o=ay =\ =4sin’[1/(2N + 2)].

However, if we take y(x) = x in the last formula, then we get nothing.

Note that the distance v o p used above is not the type used in Theorem 1.1
and it is essential different from that deduced from the eigenfunction as explained
in Section 1. The eigenfunction for the last example is

gi = tan T sin | ——— | — cos [ > (1> 0).
2(N +1) N+1 N+1

Generally speaking, the use of a rather simple v enables us to avoid the technical
design of p but still obtain good enough estimate. It is much more effective than
the comparison result, part (1) of Proposition 1.7. Certainly, one needs much more
work to use Theorem 4.1 but it can be simplified. To see further examples and
some simplification, refer to the application to the reaction-diffusion processes
[6], for which the comparison techniques used in Proposition 1.7 are no longer
suitable.

As an application of part (1) of Theorem 3.1, we present an alternative proof of
the result “gap (D) > S~!” given in Corollary 1.9. It also gives us a probabilistic
explanation of the condition S < oo.

Corollary 4.5. gap (D) > { 30" ({1/an + > 1 bk bn/lak - an+1]}_1.

Proof. a) Define

[eo]
Let 7, be the hitting time of the process hits 0 starting from i. Then (Eir, : i > 1)
is the minimal solution to the equation (cf. [3; Lemma 4.48 with A = 0]):

k—1
To =0, Tk :Z

qy.; 1
T, = Z qﬂ +{ k> 1. (4.15)
j#k,0 1k k

WV

It is easy to check that (Z) satisfies (4.15) and so Elr, < z; for all i > 1.

b) Consider the classical coupling (th, Xt2) of two copies of the original pro-
cesses. Let To = inf {t >0: X2 = 0}. By the order-preserving property of the
coupling, we have X} < X2, Pivi2_as. for all i1 < . Hence, we obtain Ty > T,
Piri2_a.s. for all i; < i3. Combining this with a) and part (1) of Theorem 3.1, we
obtain the required assertion. [
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Example 4.6. Consider a; = %> and b; = i + 2. We have
k—1
1 1 1 1
Gr=3+2 Gtamle g

Hence ; = e —1/2 and so

k k
Tep1=» Fule—1/2-G)<1+2> 1/(s+1)* <4,
s=0 5=0

Therefore gap (D) > 1/4. Note that for a; = a and b; = b,

lim E'rg = o0
1— 00

and so Corollary 4.5 is not suitable.

5. APPENDIX. OPTIMALITY OF THE COUPLINGS.

In this section, we fix the sequence (u;) and let

S -3 il

k<i k<j

p(i,j) =

We consider the distances of the type v o p for some 7 : [0,00) — [0,00) with
~7(0) =0, 7" > 0 and v < 0. For completeness, we will also deal with the case
that 4" > 0 (then 7 o p is not necessarily a distance). For this, we need another
coupling, the march coupling:

quf:upf(ihlé) = I[iz—il?l]{(ail A aiz) [f(ll - ]" 7:2 - 1) - f(ll,’LQ)]

+ (i, /\biQ)[f(Zi +1ip+1) — f(ilﬂ'z)} _|_}

Recall that a coupling Q" is called v o p-optimal if for every coupling operator

QCoUP  we have B
Qcoup’y o p(i1,iz) < Q°"Py o p(iy,iz)

for all i3 # i3. The next result is an extension of [5; Theorem 3.2 and Theo-
rem 3.3]: By setting u; = 1 or y(z) = =, we obtain [5; Theorem 3.2] and [5;
Theorem 3.3] respectively. For simplicity, set ag = 0, define

Vif(x) = f(x+u) - f(z) (zeR,i>0),
ViVif(z) = ViV f(z) = V;(Vif)(x) (@ #J),
V:iVif=0

and write

By convention, ]}, = 0 for all m > n.
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Theorem 5.1. Consider birth-death processes with rates (b;, a;).

(1) If 4”7 <0, then the coupling by reflection Q2°"P is ~y o p-optimal. Moreover,

OOy 0 p(iyi + k) =a; Viery (w71 — @i, Vigroy(ug7F7%)

(2
— b Vi () 4 b Visay (uf ™)
+ (bi A i) ViVigr—1y (w1772
+ (ai A bi+k)Vi_1Vi+kfy(u§+k—1)7
120, k>1. (5.1)
(2) If v > 0, then the march coupling QS"P is « o p-optimal and moreover,
Qo plisi+ k) =
a; Vic1y (it ) — 4k Vi 1y (Wi 2) — 0, Viy(uidh) + bisr Vipry (it 1)
b Ak ViV YW ™) + @i A @iV Vigro 1y (ufh2),
1=20, k>1. (5.2)

(3) If v/ = 0, then the above two couplings and the classical coupling are all
p-optimal and moreover

onupp(i, 14 ]{J) = QiUi—1 — Qi kWUirk—1 — DiU; + bjppUiqp. (53)

Proof. We prove here part (1) of the theorem only. The proof for the second part
is similar!4.

a) Clearly, any coupling operator 2°°"P for birth-death processes should have
the following form:

Qcoupf(il,iQ)
= I[il;éig]{)\l [f(ir = 1,ig — 1) — f(in,iz)] + Ao [f(in + 1,i2 4+ 1) — f(i1,i2)]
+ As[f(ir + 1,i2) — f(in,i2)| + Aa[f(i1 — 1, d2) — f(i1,i2)]
+ A5 [fir, i+ 1) — f(ir,i2)] + e[ f(i1,i2 — 1) — f(i1,i2)] (5.4)
+ Ar[f(ix + 1,92 — 1) — f(i1,i2)] + As[f (i1 — L,ig + 1) — f(il,iz)]}
+ I[ilziz}{bil [f(i1+1,i04+1) = f(ir,i2)] + ai, [f(i1—1,i2—1)— f(i1,42)] },
where \; > 0 and
M=A=X=0 if i1=0, A=As=A=0 if i2=0.  (5.5)
By the marginality, we have

M A+ = @iy, Ao+ A3+A7 = b, AMi+Ae+A7 = ag,, Ao+ A5+ Ag = by,. (5.6)
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Hence,

AL = iy, — A6 — A7, A2 = b;; — Az — A7,
)\4:ai1—ai2+/\6+)\7—/\8, /\Szbiz_bi1+)\3+/\7_)\8-

Substituting these into (5.4), we get for iy # iy

QO £ (i1 i3)
= ai, [f(i1 — 1,i2 — 1) — f(ir,i2)] + by, [f (i1 + 12 + 1) — f(i1,i2)]

+ (@i, — ai,) [flin = 1yi2) = fiv,i2)] + (biy — b, ) [f (1,50 + 1) = f(i1,i2)]

+ A3 [f(in 4+ 1,02) + fin,ig + 1) — f(ir + 1,42 + 1) — f(i1,i2)]

+ X6 [flin,i2 — 1) + f(in — 1,49) — f(ir — 1,i2 — 1) — f(i1,42)]

+ A7 [f(in 4+ 1,40 — 1) + f(iy — 1,42) + f(ir,i2 + 1)

— flin —1ig — 1) — f(ix + 1,i2 + 1) — f(i1,i2)]
+ X[ f(ix — 1,32 + 1) + f(i1,i2) — f(ix — 1,42) — f(i1,i2 + 1)]. (5.7)

b) We now minimize 2°°"Pv o p(i1,i3) under the marginality (5.6). To do so,
let i1 =i >0, i =i+ k for some k > 2. Then, by (5.7), we obtain

QCOUP'}/ o p(Z,Z + k;) —
i+k—1 i+k—2 i+k i+k—1
a;iVie1y (w7 ) = @ik Vg1 (w21 7) = i Viy(uiiy) + bigr Vigry (w7 0)

+ A3V VoY (W ™) 4 A6 Vie1 Vier—1y(uf 5 72)

+ A7 ViV (i) ™) 4 Vica Vigro1y(uf ¥ 72) + ViV (ul372)]
+ Agvi_lvzq_k’y(u;—’—k_l). (5.8)

Here, we have used the convention a9 = 0 and a;V;_1y = 0 whenever 7 = 0.
By assumption, 7" > 0 and 7" < 0. It follows that V;,7v > 0 and V;V;y < 0.
Now, following the proof ¢) of [5; Theorem 3.2], we obtain A7 = b;; A a;,, A\ =
(aiQ — bi1>+, )\3 = (bzl - CLZ‘2)+, )\1 = )\2 = 0, )\8 = Q4 VAN biQ, )\4 = (CLil — b,’2)+
and A5 = (b;, — a;,)". Substituting these into (5.8) and collecting the terms, we
obtain (5.1) in the case of k > 2.

c) When k = 1, everything is the same as in (5.8) except the coefficient of
A7 which now becomes V;v(u;—1) + Viy17(u;) > 0. Now, the proof d) of [5;
Theorem 32} giVGS us >\6 = Uy, )\3 = bim )\1 = )\2 = )\7 = 0, )\8 = A4, AN big,
Ay = (a;, —bi,)T and A5 = (b;, — a;, ). Therefore, we get

Qv op(i,i+1) = —(b; + aip1)y(wi) + a;Vie1y(wi) + big1Vipry(wi)
+ (ai VAN bi+1)V¢_1VZ~+1'y(ui), 1> 0. (59)

Note that (5.9) coincides with (5.1) by the convention: V;V; = 0 and «’, = 0 for
m>n. U
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6. MODIFICATION (UNPUBLISHED).

Improvement of part (4) of Corollary 1.2.
(4) If a; = b; and i‘sz >i1/aj < cg for some 6 > 1 and all i > 1, then

gap (D) > max{(4e;) ™!, (1 = 5~ 1)e; '}

Improvement of part (2) of Lemma 2.2. If 37 m; < ¢;i~° for some § > 1
and all 7 > 1, then

S < cg{nuz [3+1) j” i>1, y€[0,0).

j=>i

Proof. Set M; = Zj%mi. Then

> imy =M+ 3 [+ 1) = 7 My

Jjzi Jjzi

<C§{Z7 5""2‘]_’_11){04‘1)7—‘7’7]}- O

j=i

Proof of part (4) of Corollary 1.2. a) We need to estimate the upper bound of

z’Y—(zl—l {27 6+Z]+ [+ 1) g]}

9 1

— (j+1)7 =47
_iw—(i—1)7+iv_(i_1)7; (j+1)5 . (6.1)

When § = 1, the original proof shows that gap (D) > (4c;)~!. Then the same
estimate holds whenever § > 1.

b) We are going to improve the estimate when § > 1. First, we prove that the
function in (6.1) is decreasing in ¢ whenever 6 > v > 1.

i) Note that the function

70

iy v

is decreasing on [1,00) whenever § > v > 1. Actually,

fl@) <0<= (v = )" = (z = 1)) <yzfa"™" = (2 = 1))
= yr(z - 1)+ (6 — ) (x — 1) < 627

(D o= 1) <5

The last inequality is obvious.
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ii) We now consider the second term in (6.1).

1 1 . .
m_(i_l)vZ(jJrl)a [G+1)7=47].

J=t
It is decreasing iff
Sz U+ DG+ =7) 41—
Yy G+DP[G+1) =]~ = (i-)7

Since the left-hand side is less than 1, it suffices to show that (i+ 1)+ (i —1)7 >
2i7. However, this is equivalent to

1\” 1\"”
<1+.> +<1—.> =2
7 1

which is then deduced by (1 +x)Y > 1 +~x(y > 1, |z| < 1). Hence the second
term in (6.1) is also decreasing.
Combining i) and ii) together, we see that for every v > 1, (6.1) attains the

maximum at ¢ = 1: .
1+ —— |+ 1) =57

Minimizing this with respect to v, we obtain v = 1 and then
1 > dzx 1
1+ —— <1 dr_ . 1
+jz>;(j+1)5 +/1 P

When 6 = 1, the estimate is trivial and so we obtain the second lower bound. [

We mention that the similar modification holds for part (5) of Corollary 2.5
and part (5) of Corollary 3.3 in the paper “Estimation of spectral gap for elliptic
operators” by Mu-Fa Chen and Feng-Yu Wang (Trans. Amer. Math. Soc. 349:2
(1997), 1239-1267).

Correction of proof d) of Lemma 2.1 (To be published in a subsequent paper).
Define

9i = gilticny + gnl{izny-

Then, we have

Zm.{??z Z 77i91'2+g72127ri,
i

i<n—1 i=n
D miGi= Y Tigi+Gn D Ti=gn Y Ti— Tnin,
i i<n—1 i>n i>n
2 2
ngf— (Zm@) = Z 7Tig,2+giz7ri— (gnzﬂi—ﬂn§n> , (6.2)
% 7 i<n—1 i=n izn
- Z T (nggz) (i) =M Z ng_Q + Tn@ngn(gn — gn-1)- (6.3)
i i<n—1
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We now prove that

2
Tnangn(gn = gn-1) < Agn Y mi — A1 <gn > omi- ﬂn§n> . (6.4

izn izn

Because gy, = an(gn — gn—1)/A1, the left-hand side of (6.4) is equal to A1 7, gnGn-
Moreover, g, > 0. Thus, (6.4) is equivalent to

2
ﬂ'ngn/gn < Zﬂ'i - <Z7rz - ann/gn> .

i=n i=n
That is,

2
<Z7Ti - 7Tn§n/9n> < ZWi - ann/gn'

izn izn
This clearly holds since 0 < g,, < gn,

0< Zﬂ'i _ann/gn = Z 7Ti+7rn(1 _gn/gn) <L

i=>n izn+1
Collecting (6.2)—(6.4) together, it follows that

=D T (gzﬂgz)(l)
> migE — (Ejiﬂigi)2

A1 <

< A1

which is a contradiction. [
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ESTIMATION OF SPECTRAL
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(Beijing Normal University)
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ABSTRACT. A variational formula for the lower bound of the spectral gap of an
elliptic operator is presented in the paper for the first time. The main known
results are either recovered or improved. A large number of new examples with
sharp estimate are illustrated. Moreover, as an application of the march coupling4],
the Poincaré inequality with respect to the absolute distribution of the process is
also studied.

1. INTRODUCTION

Consider the operator

zd: 2)0;0; +Zb

where 0; = 8%1-’ a(x) := (a;;(z)) is positive definite, a;; € C?*(R%) and

d
= Z(a@'j@jV + ajaij)

Jj=1

for some V € C?(R%) with Z := [exp[V(z)]dz < co. We denote L by L ~ (a,b)
or L ~ (a,V) and let 7(dz) = Z~ 1 exp[V (z)]dz.

Throughout of this paper, we assume that the L-diffusion process is non-
explosive so that the corresponding Dirichlet form is regular. Then the first
(non-trivial) eigenvalue A; or the spectral gap can be characterized as

gap(L) = inf {7 ((aV [, V) : f € D,n(f) =0,n(f?) =1}, (1.1)
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where w(f) = [ fdr and 2 = {f + ¢ : f € C°(R?), ¢ € R}. The variational
formula (1.1) is particularly useful for a upper bound of gap(L). But it is much
more difficult to handle the lower bound for which many different approaches have
been introduced. The readers are urged to refer to [6] for further comments and
references.

To show the difficulty of the problem, we mention here three simple examples.
Let d = 1 and take a = 1,b(x) = —x. Then the first eigenvalue is A; = 1. We now
go to the half line [0, 00) with reflecting boundary and with the same a. Then
A1 = 2 or 3 according as b(x) = —z or —(x + 1). Surprisingly, the order of the
corresponding eigenfunctions changes from 1, 2 to 3 successively. From these, one
sees that the first eigenvalue is very sensitive.

To get some impression about the results obtained in the paper, let us restrict
ourselves to the half line [0,00). Denote by .# the set of all functions f € L*(7r)
with f/ > 0 on (0,00). Define C(z) = [; a(y)~'b(y)dy. We will use quite often
the following mapping I : .% — C]0,00) or its variations.

P el () I L I P
1@ = o [ Fe—du= | fwe

a(x) f'(x)
x>0,feZ. (1.2)
Then, we have
gap[o,00) = Sup inf I(f)(x)~t. (1.3)

fez x>0

This is an alternative statement of Theorem 2.1 (2) given below. No doubt, this
is a very convenient formula since it is usually quite easy to choose a test function
f € % to obtain a non-trivial estimate. Moreover, it is proved that equality in
(1.3) actually holds in the regular case (cf. Proposition 6.4). This new variational
formula is clearly a dual of (1.1). It is remarkable that the two formulas have no
common point.

This paper is based on a new probabilistic method, i.e. the coupling approach,
introduced by the authors in [5] and further developed in [3], [6], [15] and [16].
For the reader’s convenience, let us explain briefly the main ideas of the method.
First, we construct some degenerated elliptic operators L on the product space
R?% xR so that zfi($1,l'2) = Lf(z;) fori=1,2, all f € CZ(R?) and all 21 # w2,
where fi(x1,12) = f(z),i = 1,2, 21,20 € R The operator L is then called a
coupling of L (see [3] or [4] for details). Next, choose a distance d(z,y) in R
Our main estimate comes from the following inequality

Ld(z,y) < —éd(z,y), forall =z #y (1.4)

where L is a coupling operator and § > 0 is a constant. From this, we deduce
that gap(L) > §. Certainly, we have ignored a lot of technical points in this step.
Anyhow, from (1.4), one sees that the estimate depends heavily on the choice
of both the coupling operator L and the distance d(xz,y). On the other hand,
it is known from [3] that the couplings L can be classified according to different
classes of distances and moreover for each class (usually quite large) of distances,
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there often (sometimes uniquely) exists an optimal L. Therefore, constructing
a “good” distance plays a critical role in the study of estimates of the spectral
gap (as well as many applications of the coupling approach), as illustrated in our
recent publications.

The second key point of our method is that the eigenfunction of A\; has to
be Lipschitz with respect to the distance adopted. This once again gives the
choice of the distance a serious influence on the effectiveness of the approach,
especially for non-compact spaces. From this point of view, our approach seems
quite restrictive. For instance, in [6] we were unable to cover completely the one-
dimensional case for which we employed an analytic approach, a continuous analog
of [13]. However, this serious problem turns out to be helpful. It provides us a
way to construct some effective distances. That is, roughly speaking, choosing the
distance from the eigenfunction or its approximations. Fortunately, this idea is
successful as one will see soon in the next section. This paper should be considered
as a critical step in the study of couplings and the idea of the paper should be
useful in various applications of the coupling method as well as in the study of
related topics.

Since the topic is quite technical as one can imagine, we choose a special way to
organize the paper. Starting from the simplest case, i.e. the half line (Section 2),
then go to the full line (Section 3) and finally studying the general case (Section
4). In each section, we introduce the results, explain the ideas and present a large
number of examples (which should be considered as a critical part of the paper)
in illustration of the results. One sees in a gradual way how the ideas move from a
special case to the general one. The proofs are shorter than the statements of the
results. Having some preparations (Section 5) at hand, the proofs of the results
(except one) of Sections 2—4 are given in Sections 6-8 respectively. The equality
in (1.3) is explored at the end of Section 6 and Section 7.

This paper is a continuation of [6] but it is nevertheless self-contained. Some
ideas come from our previous papers, not only from the study on the estimate of
the spectral gap but also from the study of the estimate of Logarithmic Sobolev
inequality (see [7], [16], [17] and references therein). Besides, the paper is also
an interaction with the study of the same topic for Markov chains and with the
study on path spacel!®'7). In particular, a result on the Poincaré inequality with
respect to the absolute distributions of the process is included in Section 4 and
proved in Section 9. Finally, the paper [12], introduced to one of the authors by
S. Kotani, is very helpful.

2. THE CASE OF HALF LINE

Consider a reflecting diffusion on the half line [z, c0) with operator L ~ (a,b).
Set C(z) = [ b(u)a(u)~'du. Then, the condition “Z < c0” and the well-known

Feller’s non-explosive criterion can be stated as follows.

o0 oC() oo z oCly)
Z = / C  _dz< 00, / dxec(x)/ c dy = 0. (2.1)
z, () 2 z, (V)

The left-end point of the half line is not essential in this section but it will be
critical in the next section. To emphasize the half line, we use gap(;, -] instead
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of gap(L). Recall that the mapping I(f) was defined in (1.2) but in which the
function C(z) is replaced by the one just defined here.

Theorem 2.1. Assume that (2.1) holds.
(1) For every function f € C'[zg,00) N C?(zg,00) with f > 0 on (zg,00), we

have
Do > 0f [(—af ~bf)/](2) (22)
= xiillfo [0 = (af"+ (d +b)f")/f](=). (2.3)

(2) For every function f € C[zg,00) N C*(zg,00) N LY (7) with 7(f) > 0 and
/> 0on (xg,00), we have

8aD[zg,00) = inf I(f)(x)~ L (2.4)

x>0
In particular, if moreover f € C?[x¢,c0), then
8aD[zy,00] = ¢ provided — (af” +bf') >cf for some ¢ > 0. (2.5)
Remark 2.2. (1) At the first look, the differentiation form (2.2) and the integra-
tion form (2.4) seem quite different but they are indeed equivalent. To see this,

let fo be given in part (2) such that the right-hand side of (2.4) is positive. Take
f1 = f41(f2), then f{ > 0 on (xp,00). Since

fila) = -

bz) —c@ [T fa(y)eCW)  fo(x)
e e

a(z a(z)’
we have —af]{ — bf1 = fo. Hence
[—afi —=bA)/fr=fo/fr = 1(f2)"" (2.6)
Then (2.2) implies (2.4).
Next, let f; be given in part (1) such that the right-hand side of (2.2) is positive.

Fix p > xq, let ¢ = fl(p)ec(p)(ffo a"tedx)™t. Set f = ¢; — af] — bfi. Then
f € Clzg,0) N CY(z0,00) and f’ > 0 on (xg,00). Since

P £oC
/ feo dx = fl(aro)ec(zo) >0,
xo a
we have f(z) > 0 for z > p and

o) (&
0= / f%dx = fi(z0)e?™) + 17 — lim fy (). (2.7)
Zxo v >
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Hence ¢ := limy o f1 (1)e€W) > 0 exists and is finite. Now, we set fo = ¢/Z —
aff — bfi. Then fo € Clzg,00) N CH(zg,0), f4 > 0 on (xg,00) and 7(f2) =
Z-1 f;oo a ' freCdr = Z71(f1e%)(x0) = 0. Finally, it is easy to see that

I(f2)~" = f3/fr = [—afi — f1]'/ fr. (2.8)

Then (2.4) implies (2.2).

Of course, each of (2.2) and (2.4) has its own advantage. The computation for
(2.2) is much easier than (2.4). While, (2.4) is very helpful to see whether the
spectral gap is positive or not and to find out an effective test function f. The
last differential form (2.5) is deduced from (2.4), it is generally weaker than (2.4)
and hence weaker than (2.2). But for specific f, (2.5) is not comparable with
(2.2). See also Example 2.12 below.

(2). Next, if the function f is the derivative of the eigenfunction corresponding
to the first non-trivial eigenvalue A; = gap(L), then the function —[af’ + bf]//f,
given on the right-hand side of (2.2), equals A; identically. Conversely, if the
function just mentioned is a constant a > 0 and the function

g(x) ==co + /gC f(y)dy, co = _M

«

(2.9)

belongs to L?(7) with f(zo) = 0 and lim, . f(2)e“® =0, then g is indeed an
eigenfunction (cf. Lemma 6.2) and so the lower bound « given by (2.2) is sharp.
In this way, one may construct many examples for which our estimates are exact.
Due to the correspondence explained in (1), a similar conclusion holds for the
estimate (2.4).

(3). In general, the idea is to regard functions g of the form

e+ [ “fdy o ex / I )dy. (2.10)

as an approximation of the eigenfunction. To examine the effectiveness of the
approximation, when g € L?(r), simply note by (1.1) that

1 o0
8aAD[0,00) < / ag?dr. (2.11)
000 1 (g2) — (79)? Ja,

In the case of g ¢ L?(7), instead of (2.11), we adopt

1 n
a < lim / ag’?dm,, 2.12
88Plz0,00) n—00 7TTL(92) - (an)2 zq g ( )

where 7, (dz) = I[%’n)(m)w(dx)/f;; m(dy) (cf. Lemma 5.1). Furthermore, if
g € LY(w) \ L?(n), then (2.12) becomes
1 n
8P, 00) S Lim () 2)/ ag”dm,. (2.13)
9 z

n—oo Tn o

Clearly, for each test function f, we obtain from (2.3) a lower bound for the
spectral gap. The correspondence of some elementary functions f and the lower
bounds are listed below.



208 MU-FA CHEN AND FENG-YU WANG

Corollary 2.3.
(1) f(z) = (c1 + 7 —20)° ¢1 20,0 € R.

— /
inf | = p(z)— 20— Dalz) o'+ b)(x)]
r>zo | (c14+x—1x0)2 c1+x—x
gaP[gc) = 4 0f [—V(@)] if 0=0
[ /
inf | —¥(z) - (@ +b)(z) —
T>T0 L cl + T — T

(2) f(x) = (c1 + calx — 20))ed@70) ¢1,ca >0, ¢1 +c2 >0and § € R.
C2
c1 + co(x — x9

8aD[zg,00) = inf [—b’(x)—dza(x)—d(a'—i-b)(a:)—

Jnf ) [26a+a’+b] (x)}
(3) f(z) =c1+ calw — mo) + (. — x0)?, c2 > —2/c1 or ¢1 = ¢ = 0.
~ 2a(z) + (a/ +b)(z)(c2 +2(z — mo))]

c1+ ca(x — x0) + (x — 20)? '

T>T0

8aD[z,00) = inf [— b (z)

By Corollary 2.3, it is easy to obtain some explicit estimates.

Corollary 2.4.
(1) If there exist ¢; and € < 1 (resp. € > 1) such that (' +b)(c1 +x —x0) < €a
(resp. (a' +b)(c1 +x — ) = €a), then
1— 2
e@(=e o1
4(c1 + x — x0)?
(2) If there exists €1, 2 < 0 such that @’ +b < (51 + eo(z — mo))a, then

2
8aP[4,00) = Infy [(2 - 52>a(x) — b’(m)]_

(3) If ' +b < (g1 + 2(z — 20))a for some g1 < —y/—¢2 < 0, then
8aP[x,00) = 1nfz{—b/($) — 252a(3:)}.

gaPzg,00) > infx>aco |:

The next result is deduced from (2.4). Sometimes, it is convenient to decompose
the function f given in Theorem 2.1 (2) as f = f1+c for some f; > 0 and ¢ < 7(f).

Corollary 2.5.

(1) Suppose that inf,~ ., a(x)/(c1 + x — 20)” := ¢ > 0 for some ¢; > 0 and
v = 2. If there exists € € (—o0,y — 1) such that (¢; + z — x¢)b(x) < ca(x)
for large enough = (resp. for all z € [x0,00)), then gap(,, o) > 0 (resp.
8aD(w,.00) = §(v — 1 — 5)20172). When v = 2 and ¢; = 0, the same
conclusion holds by removing the term ¢} .

(2) If there exist some €1 and &5, either e = 0 and &1 < 0 or g2 < 0, such
that b(z) < (61 + e2(x — x0))a(x) for large enough x, then gap,, o) > 0.
Furthermore if the condition holds for all = € [z, 00), then

—1

1 [e'e)
8aP[,00) > MAX {4(51 N0)?— ey, —a [hr /0 euteatt/ (V0 gy

1 ee + 2/2 -2 .
— efrUTEeN 2 dy inf a(x).
4 0 x
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—C(x) > eCw)
(3) If c1 :=sup,~,, € /w a(0) du < oo and
C2 = SUP,~ 4, ec(m)/ e“@dy < oo, then gaP(z, 00) = 1/(4c1Co).
oo C(u)
(4) If ¢ :=sup,-,, :C(,?;))/m ea(iu)du < 00, then gap(, o) = inf, a(z)/(4c?).
In particular, if lim, o ¢“®*) /a(z) = 0 and
lim, 00 a(x)/[a’ (x) — b(x)] < 0o, then 8aP[z,,00) > 0.

—1
(5) If b=0, then gap(y, o0) = {4 SUP, 4, (x — o) f:o a(u)_ldu}

Observe that it is usually not difficult to find a test function so that the es-
timates (2.2) and (2.4) are non-trivial out of a local region. That is, replacing
“x > xo” with “c > N” for large enough N, we obtain a positive lower bound. For
instance, if a(z) = 1, then the function f(z) = exp[—eC(x)], (¢ € (0,1)) works
for (2.4) out of a local region. Next, if inf,~n [ — b'(z)] > 0, then the function
f(xz) = z is enough for (2.2) out of a local region. We are now going to show
that this is indeed sufficient for a non-trivial estimate since we can always modify
the test function so that the infimum over the whole space [z¢,00) is positive.
Besides, the results given below actually provide us some optimizing methods to
improve the resulting estimate.

Corollary 2.6. Given f € Ct[zg,00) with (f) > 0, f'(z) > 0 for large enough =
and

lim I(f)(x) < oc. (2.14)
Tr—r 00
Then, we have
8aD[xy,00) = SUpP inf I(f1)(z)"' >0, (2.15)
>0 T>%To

where fi(z) = cz/(1 + x) + f(x).

This corollary is deduced from (2.4) by using f; instead of the original f. The
additional term cx/(1 + x) changes the sign of f’ locally but without interfering
with the convergence in (2.14). The next corollary is quite convenient in practice
since the test function is fixed and it is also very effective if the decay of the drift
b(x) is not slower than linear.

To state the result, we need some notations which will be used several times
in what follows. Let K € C(xg,D) be a non-decreasing function so that (z —
x0) K (z)/a(z) is locally integrable. Define

Fr(s) = /s ' “azuig"o [K(r) — K(u)]du, 7€ (w0, D). (2.16)
I N g (8= %0) exp[=F(s)]
oK) = TG(IOI,)D) = >s€(wofﬂ f;o exp[—F" (u)]du

(2.17)

Then, we have

0(K) > re?}nlol?D) K(r)exp[—F"(r)] = K (r) exp [— 1+ /m

"o (u —xo) K (u)

a(u) dul,

0

(2.18)
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where 7 is the unique solution to the equation

K(r) = (/;“_xodu>l, r € (20, D). (2.19)

. alu)

When D < oo and (2.19) has no solution in (0, D), we set r, = D.

Corollary 2.7. Choose a non-decreasing function K € C(xg,0) such that

K(r) < inf [— W ~ b’(m)] +supb'(y)

(resp. K(r) < inf [— b(z) ] (r> a:o)>.

T>T r — X

Assume that (z — zo) K (x)/a(z) is locally integrable. Then, we have
8aP[x¢,00) > BO + 5(K)7

where By = —sup, b’ (z) (resp. By = 0).

The following examples illustrate the power of the above results. Here, we
consider the half line [0, c0) only.

Example 2.8. Take b(z) = —b(b > 0), a(x) = a. By Corollary 2.3 (2) with
6 = b/(2a), we get gapjg o) > b?/(4a) which is sharp (see [6; example 1.10]).
Corollary 2.4 (2) or Corollary 2.5 (2) with ¢; = —b/a and ¢, = 0 as well as
Corollary 2.5 (5) give us the same bound.

Example 2.9. Take a(z) = 1 and b(z) = —az?, (a« > 0,3 > —1). Applying
Corollary 2.6 to f(z) = exp [ezPT!] (¢ < /(B + 1)), it follows that gapp ) > 0
whenever 8 > 0. To get some explicit bounds, we apply Corollary 2.7 which is
available iff # > 1. The linear case (f = 1) will be treated in the next example.
We now assume that 8 > 1. Then, the lower bounds provided by Corollary 2.7
and (2.18) for the two choices of K are

B-1 2 2 B-1 2

25+ [a(B + 1)]7+T exp [— 1+ ﬂ—l—l] and 27T BT exp [— 1+ ]
respectively. Clearly, the first bound is bigger than the second one. However, if
we consider a(z) = (1 + 2%)? and b(x) = —ax?, then the alternative choice of K
works for all & > 0 but the first choice of K works only for o« > 1. Therefore, the
two choices of K in Corollary 2.7 are not comparable.

Example 2.10. Take b(z) = —az (a > 0), a(z) = 1. By Corollary 2.3 (1) with
c¢1 =0and 6 =1 (or Corollary 2.4 (2) with e; = 0 and €5 = —a, or Corollary 2.7),
we get gap(o,.0) > 2a. This estimate is sharp since g(z) = 2?/2 — 1/(20) is an
eigenfunction and so Remark 2.2 (2) is suitable. The same bound can be obtained
by using (2.4) or (2.5) with f(z) = 2% — 1/a.
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Example 2.11. Take b(z) = —ax — . Then

Vz) = —<1oga(:c) + /Ow(ozr + B)a(r)ldr> :

If (2.1) holds, by Corollary 2.3 (1) with 6 = 0, it follows that gapjg, ) > a. This
provides us a non-trivial lower bound for a large number of concrete examples
since a(z) is quite arbitrary. If we take a(z) = 1, then, Corollary 2.4 (3) gives
Us gap[o,c) = 3a provided f > /o > 0. Moreover, in the case that a = g =1,
the estimate is indeed sharp by Remark 2.2 (2). This is quite interesting since
the change of # from 0 to 1 leads to not only the change of the spectral gap
from 2 to 3 but also the change of the eigenfunction from quadratic to cubic.
We now consider the particular case that a(z) = (1 + z)? and 8 = a. Then
V(z) = —(2+4 a)log(l + x) and (2.1) holds iff &« > —1. By Corollary 2.4 (1)
or applying (2.3) to the function f(z) = (1 + z)(®=1/2 or applying (2.4) to
f(z) = (14 2)@+D/2 we obtain gapp ) = (o +1)?/4 > at. The last equality
holds iff @« = 1. Note that when a > 1, even though g(z) := = + 1 is in L?(m)
and satisfies ag” + bg’ = —ag, but this g is still not the eigenfunction of \; since
g'(0) # 0. For general a > —1, the function g(z) := (1 + z)@+1)/2 satisfies
ag” +bg’ = —(a+ 1)?g/4 but g is not the eigenfunction of \; since g ¢ L?(m).
Thus, Remark 2.2 (2) is not suitable for this example. However, applying (2.13)
to g(z) = (1 + 2)(@*tD/2 we obtain

" aa'2eV (2 \2aV () 2
. ag'“e’ dz . aln)g'(n)‘e 1+«
gap[,c0) < lim fonT < lim (n) (2 )V = ( ) )
n—0o0 fo g-e dz n—00 Q(n) eV(n) 4

We have thus achieved the exact bound. This example shows that in order to
attain the sharp estimate, we do have some freedom of the choice of test functions
rather than using the eigenfunction only.

Example 2.12. Take b(z) = 0 and a(x) = (1 + x)®. Obviously, (2.1) holds iff
a > 1. By Corollary 2.4 (1) with ¢; = 1 and € = « or by Corollary 2.5 (1) with
v =aand ¢; = 1, we get gapjp ) = (o — 1)2/4 for all @ > 2. This is similar
to the last example. Next, applying (2.13) to g(z) = (1 + )@~ D/2, we obtain
gap[o,00) = 0 for all a € (1,2), which is the same as the lower bound given by
Theorem 2.1. Therefore, gapp o) > 0 iff @ > 2 and our estimate is sharp for all
a < 2. However, the lower bound (o — 1)?/4 is not sharp when a > 2. To see
this, applying (2.4) to the family {f(z) = (1+z)* —(a—1)/(a—1—¢) : e > 0},
we get

a—2 +5>(a2)/a]

gap[0,00) =  SUp (a—l—s)(a—?—i—s)( —

e€(0,a—2)
>e(a—1)(a—2). (2.20)

Setting ¢ = 1/2 and then letting o | 2, the first estimate of (2.20) gives us
8ap[0,00) = 1/4, which is sharp. We will show in the next section (Example 3.6)
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that the principle term ea? of the lower bound is also exact as o — co. Applying
(2.2) to the family {f(z) = (1+) : € > 0}, we obtain gapjg o) > (v —1)%/4. As
for (2.5), we get gappy,c) = 1/4 (independent of o). Replacing f with f — m(f),
m(f)=(a—1)/(a — 1 —¢), it follows from (2.5) that

()a—2+ e>><“>/f]

s
2ap[o,0c) =  Sup (I-e)a—2+ 6)( o

e€(0,1N(a—2))
> 2 Ve (g —2),
All these estimates are exact at & = 2. From these, we see that (2.5) is weaker
than (2.4) but it is not comparable with (2.2) for the specific functions.

Example 2.13. Take a(z) = (1+ )3 and b(z) = (1 + z)%. By Corollary 2.4 (1)
or Corollary 2.5 (1), we have gap[y,oc) = 1/4. On the other hand, applying (2.4)

to f(z) = log(1l +x) — 1, we get gap[g,oc) = infz>o bgl(*f_fr) =e.

3. THE CASE oF FuLL LINE

Set C(x) = [y b(u)a(u) " du. Then “Z < 00” becomes
Ty 3.1
/_OO e x < 00. (3.1)

The process is non-explosive iff

o0 z C(y) 0 0 .C(y)
min{/ dxe_c(m)/ ¢ dy, / dxe_c(m)/ © dy} =o00. (3.2)
0 0 a(y) —o00 T a(y)

Intuitively, the idea in this section is to divide the full line into two half lines.
However, there are some technical problems. Note that the spectral gap for the
full line can not be bigger than the maximum of the ones for the half lines. Thus,
the test function f must be connected in some way around the reference point xg.
For instance, in order for the approximating function g of the eigenfunction to be
in C?(R), we require that f € C*(R) in the first term below and f € C(R) with
f(xg) = 0 in the second term below. Actually, what we have in mind is taking
the reference point zy to be the place at which the eigenfunction vanishes, even
though the precise place is usually unknown in advance.

As a variation of I(f), define

e—C(x) —00 f(u)ec(“)
f'(x) /z a(u)
Theorem 3.1. Assume that (3.1) and (3.2) hold. Let 2y € R.
(1) For every function f € C?(R) with f(x) > 0 for all z, we have
gap(L) > inf [(—af’ - bf)'/f](x) (33)
= inf [V —[af"+ (' + ) [/ f](z). (3.4)

I~ (f)(x) =

du, T < xp.
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(2) Let C(x f a~'b. For every function f € C(R)NCH(R\ {xo}) N L (m)
with f(xo) = 0 f(x) > 0 for all  # xp, we have

gap(L) = (61 V (52)_1, (3.5)
where
1= sup I(N@). 6= sup I”())(a). (3.6)

In particular, if moreover f € CQ(R), then

gop(L) > fnf [ af” ~ bf')(z)/f (z). (37)

Applying (3.4) to the functions f(x) = c¢1 + |x — 29]*™ (¢1 > 0, m € N) and
f(x) = e@=70) (5 € R), we obtain the following result.
Corollary 3.2.
(1) If there exists ¢ < —3 such that (a’ 4+ b)(x — z¢) < €a, then
a(z)(1 - €)?
— = .
4(x — x0)? ()
(2) If there exists € < 0 such that a’+b < ea, then gap(L) > 1nf [% (z)-V(2)].

gap(L) P infm;émo

Corollary 3.3.

(1) Suppose that inf,_,, a(x)/(x —z0)? := ¢ > 0. If there exists £ < 1 such that
(x — x0)b(x) < ea(x) for large |x| (resp. for all x # x(), then gap(L) > 0
(resp. gap(L) > $(1 —¢)?)).

(2) If there exist some €1 and &3, either e = 0 and g1 < 0 or g2 < 0, such
that sgn(z — x0)b(z) < (g1 + ea]z — xo|)a(z) for large enough |z|, then
gap(L) > 0. Furthermore if the condition holds for all x # x(, then

-2

1 > 2
gap(L) > — [/ efrutey /Qdu] inf a(z).
0 xX

4
In particular, if £, = 0, then gap(L) > 1&7 inf, a(x).
(3) If
oo C(u) x C(u)
c1:= sup e_c(x)/ ¢ du, ¢y = sup e_c(m)/ ¢ du
x>x0 x a(u) x<xo —00 CL(U)
cg 1 = sup ec(m)/ e“™qu, ¢y 1= sup ec(x)/ e“Wdy
T>x0 x z<Zo —00
are all finite, then gap(,, o0) = 1/ max{4c ¢y, 4cy ¢y }.
_ ala) [ e aa) [ e
(4) If ¢ =max {ms;lfo ec(w)/x a() du, :31130 O /_OO a() du p < 00, then
gap(L) > 1nf 4(1;) In particular, if lim|,|_, e“® Ja(z) = 0 and

o0 a(2)/['(2) — b()] <00, then gap(L)>0.
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(5) If b =0, then

gap(L) > 1[max{ sup (x—xo)/:o a(u)~Ldu, sup (zo—1) /x a(u)_ldu}]_l.

T>T() <z —00

e

Parts (3) and (4) of the corollary improve respectively the first two parts of [6;
Theorem 1.3] which were proved by using an analytic approach rather than the
coupling one. Moreover, the present proofs become very simple.

By adding a new term, ctan™!(z) or cx/v/1+ 22 for instance, to the original
function f, from Theorem 3.1 (2), we obtain the following result.

Corollary 3.4. Suppose that there exists a function f € C(R)NCY(R\ {x¢}) with
f(zo) =0, f'(x) > 0 for all large enough |z| and

max{ Tm I(f)(z), TIm r(f)(x)}<oo.

T—>+00 ZT——00

Then, we have gap(L) > 0.

Corollary 3.5. ! Choose K € C(R\ {z0}) such that K(z) is non-decreasing
as |x — xo| increases, moreover, K(r) < infy>, b(z)/(xo — z) for all » > x¢ and
K(r) < infy<, b(z)/(xo — x) for all » < z¢. Assume that (z — zo)K(x)/a(zx) is
locally integrable. Define F"(s) as in (2.16) for xg < s < rorr < s < zg (in the
later case, replacing s Ar with sV r) and then define §(K) as in (2.17) with D = oc.
Next, define 0~ (K) in the same way but replacing “r > z¢" and “s € (zg,r|" with
“r < xo" and “s € [r,xo)" respectively. Then, we have gap(L) > §(K) A d~ (K).

We are now ready to mention a nice result due to Kac and Krein [11] and
Kotani [12] by using a different approach: Let b = 0. Then

1 1
Z(S_l < gap[o,oo) < 6_17 1(5 \ 5_)_1 < gap(L) < (6 v 6_)_17 (38)

where § = sup, 5o [, a(u)"'du and 6~ =sup,oz [, a(u)"*du. Clearly, the
lower bounds coincide with Corollary 2.5 (5) and Corollary 3.3 (5) respectively.
To illustrate the power of (3.8), it suffices to look at an example with the half-line.

Example 3.6. Consider the Example 2.12 again. Then, by (3.8), we have §~! =
lif « =2 and

_1)e 1 a—2
51_(24():2)3‘2_(&_1)2(14—0‘—2) ~ ea? if a > 2.

Combining this with the lower bound given in Example 2.12, we see that the
upper bound here has the correct order as @ — oo and the lower bound is exact
when a = 2.

The examples given below not only illustrate the use of the our results but also
show some difference between the half line and the full line.

ISee also the first author’s paper “Spectral gap and logarithmic Sobolev constant for con-
tinuous spin systems”, Theorem 4.1.
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Example 3.7. Take b(z) = —ax — 8. If (3.1) and (3.2) hold, then as in Exam-
ple 2.11, we have gap(L) > a™, independent of 3. When a > 0 and 8 = 0, we
indeed have gap(L) = « for every a(x) having the properties: symmetric with re-
spect to the origin, satisfying (3.1) and (3.2) and [ 2?dr < oo, since then g(z) = z
is an eigenfunction of A\; = «. Especially, when a(xz) = 1, we have gap(L) = «
but not 2« given in Example 2.10.

Example 3.8. Consider the special case of the above example, b(z) = —ax and
a(z) =1+ 2. Then, C(z) = —5 log(1+z?) and (3.1) holds iff « > —1. We have
just seen that gap(L) = « for all @ > 1. This is different from Example 2.12. Next,
applying Theorem 3.1 (2) to the test function f(z) = z(1 + 22)%, e = (o — 1)/4,
we obtain

1 2\a/2 % (1 2\—a/2+¢
01 = 99 = sup (L+27) / u(l + v) du
>0 (1 +22)8 + 2ex2(1+22)s—1 /., 14 u?
1 2 1 4
= sup Tz < =

>0 [1+ (1+28)22)(a—2¢) ~ (1+2)(a—2) (1+a)?
finally, applying (2.12), we get
" a(x)f(x)%eV ®)dx
gap(L) < Him f_}"j f>(J;)(2e)V(m)dx
ffn(l + 22)72[(1 4 22)¢ + 2ex?(1 + 22) " 1+¢)?
n— 00 ffn x2(1 4 x2)*1*°‘/2+25dx
(1+a)?
4
Therefore, gap(L) = (o + 1)?/4 for all a € (—1,1].

Example 3.9. Take b(z) = —az? (a > 0) and a(z) = (1 + 2?)2. Applying (3.7)
to f(z) = 2(1+22)~'/2, we obtain gap(L) > 3 which is independent of . On the
other hand, by Corollary 3.5 with zy = 0, K(r) = ar? and 7§ = (v2a + 1+1)/a,
we obtain K(ry) =+v2a+ 1+ 1 and

aK(ry)

gap(L) > K(ro)(l + K(?‘O)/a)a/2 exp| —1— m

ZV2a+1e V2
(3.9)
Especially, when « = 4, then the first bound equals 16e =2 ~ 2.1654.

Example 3.10. Take a(z) =1 and b(x) = —z + cosx. This is clearly a pertur-
bation of the ordinary O.U.-process. However, when we apply (3.4) to f(z) =1,
which gives the exact eigenvalue of the O.U.-process, we get the trivial bound.
We now adopt a comparison technique (see also Proposition 4.5). Note that

C(u) — C(z) = —u?/2+ 2?/2 + sinu — sinz < —u?/2 + 22/2 + 2.

Inserting this into (3.6) with f(x) = z, it follows that gap(L) > e~2. The estimate
can be further improved by noticing

C(u) — C(z) < —u?/2+ 22 /2 + esinu — esinz + 2(1 — ¢)
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and using f(z) = x+¢ cosz instead of f(x) = z. Then we obtain gap(L) > (2¢)~!
by setting ¢ = 1/2.

To conclude this section, we mention some examples for which the eigenfunction
g € C*(R) N L?(w) but non-linear.

Examples 3.11. Let a(z) = 1. Then we gap(L) = 1 for the following choices of
b(x).

2(9
(1) g(x) = (e +a2), ¢ > 0. ba) = 2 [1 N 3<90++>]
(2) g(fE) _ fox 6cy2ndy’ ne Z+, c< 0. b(l‘) — —2ncx2”_1 _ e—Cac?n fox ecandy_
(3) g(x) =cx +sinzx, ¢ > 1. b(x) = — cx

c+cosz’
To prove the assertion, simply use (3.4) with f = ¢’ and note that both g and b
are odd functions.

4. THE GENERAL CASE

In contrast the cases of the half line or full line, the structure of the eigenfunc-
tion of A; in the higher dimensional case is too complex to be understood and it
is often not monotone with respect to the ordinary semi-order. Here, a diffusion
semigroup P; is said to be monotone if P, f(z) < P, f(y) holds for all z < y and
all monotone (non-decreasing) continuous functions f. Even in the case that the
eigenfunction is monotone, one still requires the process to be monotone which
is a quite strong restrictive condition especially for the higher dimensional dif-
fusions (refer to [8] for details). Thus, in general, it is not practical to use the
eigenfunction or its approximation as the distance we required and so we should
adopt a different strategy. Roughly speaking, our goal is as follows. First, we use
the coupling method on some simple distances in R? and reduce our problem to
the case of the half line. Then, applying the idea given in Section 2 to construct
a new distance f o d for some suitable function f. Fortunately, in this way, we
still obtain good enough estimates for the spectral gap.

Let L be a coupling operator of L, d(z,y) be a distance which is in C? away
from the set {(z,z) : # € R?} and let D = sup,, , d(z,y). Then there exist two
functions A and B on R? x R? such that for each f € C?[0, D) (refer to [4]),

Lfod(z,y) = A(w,y)f"(d(w,y)) + B(z,y)f'(d(z,y)), =#y.  (41)
Note that L is a degenerated elliptic operator on R? x R%, we have A(z,y) > 0

for all x and y. One key step of the coupling approach is to find a function
f € C?[0, D) with f(0) =0, f/ >0 and f” <0 on [0, D) such that

Lfod(x,y) < —6fod(z,y), x#y (4.2)
for some constant § > 0. Next, choose functions «, § € C(0, D) such that

a(r)< inf  A(z,y),  B(r)> sup B(z,y). (4.3)
d@y)=r d(o.y)=r
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Then, for (4.2), it suffices that

a(r)f'(r) + B(r)f'(r) < =0f(r),  re€(0,D). (4.4)

We have thus reduced (4.2) to (4.4). Denote by A\* the largest constant ¢ in (4.2)
as f varies. Clearly, \* dominates the largest  in (4.4). The next result is parallel
to Theorem 2.1.

Theorem 4.1.

(1) For every function f € C?[0, D) with f(0) =0, f' > 0and f” <0on [0, D),
we have
A" > inf —af” - Bf . 4.5
Lt [(—af” = 81)/)) (45)
(2) Define C(r) = [, a™'f and then define I(f) as in (1.2) but replacing a(u)
and [0, c0) with a(u) and [0, D) respectively. For every function f € C[0, D)N
LY(7) with 7(f) > 0 on (0, D) and satisfying

P fu)e€®
f(r) = —B(r)e ) / %du, (4.6)

we have

r D Cw -1
* - —1 —C(s) flu)e
A > TEI(%FD) {f(?“) /0 dse /s o) du} , (4.7)

In particular, if moreover f € C1(0, D), f(0) =0 and f’ > 0 on (0, D), then

X'z nf ()~ (4.8)

Theorem 4.1 is also meaningful for diffusion processes on a manifold which
will be treated in a separate paper. Next, if there exists a coupling such that
inf, 2, A(z,y) > 0 and \* > 0, then the L-diffusion process is ergodic. Part (1) of
Theorem 4.1 is rather simple but it has the following useful consequence, which
is an analog of the alternative choice of Corollary 2.7.

Corollary 4.2. Choose a non-decreasing function K € C'(0, D) such that K(r) <
infsc py[—B(s)/s], v € (0,D). Assume that rK(r)/a(r) is locally integrable on
(0, D). Define F"(s) as in (2.16) and then define §(K) in (2.17) with g = 0. Then,
we have \* > §(K).

Remark 4.3. (1). The condition (4.6) is used for the non-positive property of
the second derivative of the function required by (4.2) or (4.4). However, when
A(z,y) in (4.1) is indeed a function of d(z,y) only and «(r) is taken to be the
common value of A(z,y) when d(z,y) = r, we do not need (4.6). In this case,
the resulting function f od may not be a distance but this does not interferes our
proof.
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(2). When 5(r) > 0 on (0,D), the condition (4.6) is trivial. In the case of
B(r) < 0 on (0,D) and lim,_,p f(r)e€) /B(r) = 0, by the integration by parts
formula, (4.6) can be rewritten as follows.

/r ’ <£>/(u)ec(“)du > 0. (4.9)

More simply,
f'B=p8f>0 on (0,D) (4.10)

is enough for (4.9).

By virtue of (4.8), part (2) of Theorem 2.1 and its Corollaries 2.6 and 2.7 are
available with a slight modification. We omit the details here to save space. The
reason why we use A* here rather than gap(L) is the following. Our approach re-
quires that the eigenfunction be Lipschitz with respect to the distance we adopted.
In the compact case, this is not a problem. But for the non-compact case, this
may not be true. To overcome this difficulty, we adopt a localizing procedurel®,
which then yields some technical problem. So, in general, we are still unable to
claim that \* is indeed a lower bound of gap(L). However, the conclusion holds
for one-dimensional case.

Corollary 4.4. When d = 1, Theorem 4.1 and Corollary 4.2 hold if A* is replaced
by gap(L).

Before moving further, we mention a simple comparison result which is a direct
consequence of (1.1) (refer to [6] and [16]).

Proposition 4.5. (1) Let L ~ (a, V), if a(x) — a(x) > 0 for all z, then

gap(L) > gap(L). (4.11)

(2) Let L ~ (a,V), we have

gap(L) > gap(L) exp[—d(V — V)], (4.12)

where §(f) = sup f — inf f.

Let us also mention a sufficient condition for the regularity of Dirichlet forms.
In general, [9; Theorem 1.6.3] says that the semi-group is recurrent if there exists
{un} C C°(R?) such that u, — 1 and lim,, .. [(aVu,, Vu,)dr = 0. From this
we conclude that the Dirichlet form is regular if there exists r,, 1 oo such that

lim tra(z)dr = 0. (4.13)

n—roo T'7L<|I‘<Tn+1

Actually, choose h € C*°(R) such that ||A/||c < 2 and h(r) = 1 for r <
0,h(r) = 0 for r > 1. Take u,(x) = h(|x| — r,), then u, — 1 and (4.13) im-
plies [(aVuy, Vu,)dr — 0.
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To study the spectral gap of diffusions in R?, we consider three concrete dis-
tances: the FEuclidean distance, the Li-distance and the Riemannian distance in-
duced by a positive definite diagonal matrix which is dominated by a(z). To state
the result, we need some notations. Choose positive functions a; € C2(R%)(i < d)
such that a —diag{ay,as, - ,aq} > 0 (non-negative definite) and inf; , a;(x) > 0.
Let b; = a;0;V + 0;a;(i < d). Next, set ap = 4 and choose a;, a3 € C(Ry) such
that

0<ai(r) < inf {miin (\/CL@(.%') — \/ai(y) )2 + 4miin \/ai(x)ai(y)},

lz—y|=r

0 < as(r) < | inf {Zf:1<\/ai(3:) —Vai(y) )2 +4miin ai(x)ai(y)},

z—yli1=r

where | - | is the ordinary Euclidean norm and |z — y|; = Zle |x; — y;|. Next,
choose f; (j=1,2,3) as follows.
(1) Put o = \/diag{as,as, - ,aq} and choose 81 € C(0,00) so that

pi(r) = iy 4 |z — yl_l{HU(w) oI’ = |z = y[|(o(z) — o) (= — y)I?

+ (b(@) — bly).x — y) }.
(2) If a;(z) depends on z; only for all 7. Set

d

p(z,y) = [Z(

=1

” 211/2
/ ai(r)l/gdr> ] ,  D=supp(z,y)
x x,Y

and h; = \/a;0;V + 0;+/a;,1 < d. Choose 35 € C(0, D) so that

Yi

hi(y) — ha(a)] / a:(r)"V2dr, e (0, D).

Zq

Ba(r) = sup p(x,y)~!

d
p(x,y)=r i—

1

(3) If a;(z) depends on z; only and b;(x) is non-decreasing in xj, for k # i.
Choose 3 € C(0,000) so that

d
Bs(r)=  sup Y [bi(x) —bi(y)], >0

z2ylz—yh=r; 4

Finally choose non-decreasing functions K1, K3 € C(0,00) and Ky € C(0, D)
so that K;(r) <infg>,[—f;(s)/s].
Theorem 4.6. Theorem 4.1 and Corollary 4.2 are valid if the functions «, 5, K and
A\* are replaced by «, 5, K; and gap(L) respectively for each j = 1,2, 3.

Let a(z) = a(z)o? for some positive a € C?(R?) and positive definite ma-
trix 0. To use Theorem 4.6, by Proposition 4.5, one may compare a(x) with a
diagonal matrix directly. But, as was pointed out in [3],[6], the result should
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be better if we use directly the distance |o~1(z — y)| instead of the Euclidean
one. To this end, take the coordinate transformation y = o~'z. Then §/0x; =

Eizl(a_l)ikﬁ/ayk,i < d, and the operator L ~ (a,b) becomes

d

d a9 d
LW = a(oy) 3 fk +y <Z bz‘(Uy)(U_l)z‘k> a‘z

y k=1

which is in the desired form of Theorem 4.6.

The following result simplifies the form of K;’s given above. It can be consid-
ered as an extension of [7; Theorem 1.3] to multidimensional diffusion processes
in the context of spectral gap.

Corollary 4.7. Let a;, b; and «; be the same as in Theorem 1.1. Suppose that
a;(x) depends only on w; for all i. Set x = max; |V/a;]|%,. Fix a point p € R? and
let Amin(A) be the smallest real part of eigenvalues of matrix A. According to the
three cases in Theorem 4.6, we define 6; (j = 1,2,3) as follows.

(1) 91 (’I") = inf|x_p|>r )\min( — a]l_)z(ib)), T 2 0.
(2) 92(7“) = infp(x’p)2r )\min( — XZX]V@Z‘)), where )(Z = \/ai(:ri) & and V =
V+log /a1 - aq.

(3) If b;(x) is non-decreasing in x, for i # k, let

f3(r) = inf [—m?xzi:ajbi(x)}

|z—pli2r

Next, define

Then, Corollary 4.2 holds for these K;'s with the same replacements made in The-
orem 4.6. In particular, if max{6;(c0) — (1 —d ™), 63(D), O3(cc)} > 0, then we
have gap(L) > 0. Here, 6;(c0) (i = 1,3) and 05(D) are understood as the limits as
r — oo and r — D respectively.

Obviously, when d = 1, the case of j = 1 coincides with the case of j = 3 for
both Theorem 4.6 and Corollary 4.7. As for d > 1, the first may be better than the
latter. For example, this is the case for d = 2, a = I and V(z) = —%x%—i—mlxg —z3.
Conversely, the latter may be better if ||Va;|| is large for some i < d. From
these and Example 4.8 below, we conclude that the cases of j = 1,2,3 are not
comparable each other.

Example 4.8. Consider Example 3.9 again. We have V(z) = o/2 — a/[2(1 +
22)] — (24 a/2)log(1 + 2?) and (4.13) holds. For r > 0, we have inf, (b(z + 1) —
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b(z)) = —ard/4. Take K;(r) = ar?/4 and a;(r) = 4, then F}(r) = art/64. By
Theorem 4.6 with j = 1 or 3, we obtain gap(L) > v/2a exp[—1/2]. This is weaker
but close to (3.9).

Next, we have V(z) = —a/[2(1 + 2?)] — (1 + a/2)log(1 + 2?). Let X(x) =
(14 2?)<L then

2

~X?V(x) = 2+ a)(1+27%) — T

+a>2, x € R.

By Corollary 4.7 (2) we obtain gap(L) > 2 which is independent of a.

Example 4.9. The lower bound gap(L) > a™ given in Example 3.7 can be also
obtained by using Corollary 4.7 with 7 = 1 or 3.

Example 4.10. We now return to Example 3.10. Let h(r) = —sup,[b(x + 1) —
b(x)], r = 0. It is easy to check that h(2mr +7) —2mr —r = h(r) —r and h(r) =
r—2sin} for r € [0,2n]. Since r~1h(r) is increasing, it can be taken as Ki(r).
By Theorem 4.6 we have

gap(L) > sup (1 —r~'sinr)explcosr + (rsinr)/2 — 1].
rel0,mn)

By setting r = 1.95, we obtain gap(L) > 0.329.

Example 4.11. When a = I we take a = 4 and then the estimate provided by
(4.7) with f(r) = 1 coincides with the one obtained by using the first moment
of the coupling time (refer to [6]). Note that the test function f(z) =1 can not
be allowed for (4.8) since f’ = 0. But (4.8) does often produce better estimates.
Especially, take d = 1 and b(z) = —423. Choose B(r) = —r3. By (4.7) we get the
lower bound [['(5/4) 4+ 1/8)]~! ~ 0.9695 which is the same as in [6; Example 1.9].
Nevertheless, applying (4.8) to the test function f(z) = log(1 + x) and noticing
Remark 4.3 (1), a numerical computation shows that gap(L) > 2.4395.

Example 4.12. Take a = I and b;(x) = >_, b;jx;, where (b;;) is symmetric with
bij = 0 fori+#jand ), bj; = —1 for all j. Next, take g(x) = ), x;. We have

d
1 1
Z bz]xz$] S 5 Z ( le + = Zb”(x? +x§)> = —§|.’,U‘2

7,7=1 =1 ]#’L

Thus (4.13) holds and g € L?(w). Moreover, it is easy to check that 7(g) = 0.
Hence gap(L) = 1 which is just the lower bound provided by Corollary 4.7 with
Jj=3.

To conclude this section, we study the Poincaré inequality with respect to the
absolute distribution of the process generated by L. This provides a new way
to estimate gap(L) and may be useful in the study of the spectral gap on path
space. The idea used here comes from [10] and [17] in which the logarithmic
Sobolev inequalities on path space were studied for diffusions over a Riemannian
manifold.
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Theorem 4.13. Suppose that there exists @ > 0 such that (a(z)u,u) < a|u|?® for
all z,u € RY. Let a(x) = o(x)o(z)* and set

K= sup =y [lo(@) = o)|I* + (b(z) = b(y), z — y)].

We have

P, f*(x) < K~ a(exp[2Kt] — DBV f*(2) + (P f(2))? (4.14)
for all z € RY, ¢t > 0 and f € CY(RY) with P,f%(z) < oco. When K = 0, the
coefficient on the right-hand side is understood as the limit as K — 0..

We mention that (4.14) can be sharp. For example, take L = A, then 2¢ is the
smallest constant so that (4.14) holds. The bounded assumption of a is unnatural,
due to the limitation of the present proof, but we do not know how to remove it.

Remark 4.14. The process considered in Theorem 4.13 is not necessarily reversible.
Next, the L-diffusion process is ergodic if K < 0. Then, by letting t — oo in (4.14),
we obtain

gap(L) > —Ka * inf Amin (a(2)). (4.15)

5. PREPARATIONS FOR THE PROOFS

Lemma 5.1. Suppose that D, T R? is a sequence of normal domains and let
@(Dn) denote the first Neumann eigenvalue of L on D,,, then we have gap(L) >
lim,, ,ocgap(D,,). When d = 1, we indeed have gap(D,,) | gap(L).

Proof. a) Note that (refer to [1] and [15])
gap(D,,) = inf {ﬂn(<an, V):fe Cl(Dn)77rn(f) =0, Wn(fQ) = 1}7 (5.1)

where 7, (f) = m(Ip, f). For any € > 0, choose f € C'(R?) such that 7(f) =
0,7(f?) =1and 7((aVf,Vf)) < gap(L) +¢. Then, there exists ng > 1 such that

2
/ (f—/ fd7r> dr > 1—¢g, n = ng.
Dy, Dy,

fDn (aV [,V fidr gap(L) + ¢
gap(Dn) < fDn(f — fDn fdm)2dn < 1—¢

b) Next, when d = 1, we need only to prove that gapy,, q,] = gap[p,,q.] = gap(L)
for [p1,q1] C [p2,¢2]- Let u be an eigenfunction with respect to gapy,, q,], then
w'(p1) = v'(q1) = 0. We extend u to R by setting u(r) = u(p1) for r < py
and u(r) = u(q) for r > ¢1. Then u € C'(R), by (5.1) we obtain gapy,, 4] <
8aPp1,q1]-

c¢) If in addition (4.13) holds, there exist non-negative functions u, € C§°(R)
such that u, 1 1 and [au/’dr — 0 as n — oo. By (1.1) together with an
approximation argument, we have

Hence

gap(L) < lim J af(uu,)])*dr

< gap 1,91
o0 [ (yuy, )?dr — (fuundﬂ)2 ]
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d) To avoiding the use of the sufficient condition (4.13), take V. = V — ea,
Z.= [eYsdz, e >0. Then V.V and Z. t Z as € | 0. Let L. ~ (a, V.), then L.
satisfies (4.13). By (1.1) we have

gap(L) < lim gap(Le) < gappp,q- U

e—0

Suppose that a(z) = o(z)o(z)* for all . Let L ~ (@, b) be the operator of the
coupling by reflection(¥:

. _( a=z) oy _ (bx)
e = (b ) ) = (i)
where ¢(z,y) = o(x)(I — 2uu*)o(y)* and u = (x — y)/|z — y|.

Lemma 5.2. Let S = Hle[pi,qi] and (z¢,y:) be the coupling by reflection of the
reflecting L-diffusion process on S. If 0;; = d;;04:(x;) and b;(z) is non-decreasing
in x for k # 7, then the coupling preserves the ordinary semi-order: xo > o implies
P$0,y0($t > yt,t > 0) =1.

Proof. One may compare the conditions of the lemma with the criteria given in
[8]. Let T'=inf{t > 0 : x; = y;} be the coupling time, then we need only to prove
the order-preservation up to time 7'.

a) For n > 1, choose C, € C( ) with suppC c (0,n7Y), 0<C, <2n
and [ Cp(u du-l Define ¢, (r fodsfo w)du, then 0 < ¢}, (r) <1, 0 <
ol (r) < 2/(m" ) and ¢, (r) T r. Next note that b (z) is non-decreasing in xy, for
k # i and ¢ (y; — z;) = 0 for y; < z;, we have

d
Lonlys — i) =0}, (yi — ) (bily) — bi(@)) + dre (i [Z 753 (y;) = 055 (x;))*

|x_ |2 Z )20;(%)05 (v }

d
NZ i — ) +£ (5.2)

ne?

for some constant N and all z,y € S with |z —y| > e > 0. Let Lﬁ), L(l) be the

local times of z; on {z; = ¢;}, {x; = p;} respectively, and let Lfr), (.3) be those

of y;. Note that ¢, (y; — z;) =0 for y; < z; and

I[Qi—s,qi](xi) < I[qi—s,qi](yi)» Iy, pite] (i) < Iip, pi+e] (z4)
for q¢; > y; > x; > p;. We have
ta

&1, (yi()) — 2i(s))A (LY (s) + L (s) — LE) (s) — LV (s))

= lim ¢ln (yz(s) - xZ(S)) (I[Qifs,qi] (xz(s)) I[qlfa qi) (yl(s))

e—0 t

+ I[Pi,prl-E] (yz(s)) - I[pi,pri-es} (wl(s))

~—

o,
»

N
L
=
N
o
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b) Let T; = inf{t > 0 : |z, — y:| < e}, by (5.2) and (5.3) we have

d
F%0:Y0 Z [¢n (yi(tg A TS) — l’i(tg A\ TE)) — ¢n (yi(tl A\ TE) — $i(t1 A TE))]

=1
toNTe d -
< Erovo / 3" Lo (yilt) — xa(t))dt
tiNTe i=1
AN t2 d n
€ K . J— .
< (tg — tl)@ + N 5 Eo:yo ; (yi(t NT2) — 25 (t AT2)) " dt, t1 < to.
By letting n — oo, we obtain
d d + a +
£ grow 2 (yi(t NT) — 25 (t ATL)) T < NETove 2; (it NT2) = 2i(E N TE)) T
Therefore
d
BT N (it AT — 2i(t ATL)) T =0
=1

which implies P70 (y; (¢ AT.) < ;(t AT:)) =1, t > 0. Since T, 1 T as € | 0,
the lemma follows by letting e — 0. [

The following result summarizes our approach to estimate gap(L) by using
coupling.

Theorem 5.3. Let D, 1 R? be a sequence of normal domains with inward normal
vector fields V,, of dD,, under the Riemannian metric (9(9;,9;)) = a~'. Next, let
d(z,y) : R* x RY — [0,00) be in C? out of {(x,z) : # € R} and having the
properties: d(z,y) = 0 iff z = y, for each n and = € D,,, V,d(x,-)(y)|ap, < 0 and
there exists ¢, > 0 such that d(z,y) > c¢y|z — y| for z,y € D,,. If there exists a
coupling operator L of L such that Ld(z,y) < —dd(z,y) for some § > 0 and all
x # vy, then gap(L) > 6.

Proof. Fix n > 1, let (x4, y;) be the reflecting L-diffusion process on D, X D,
under the Riemannian metric (g(8;,8;)) = a™'. Let L; be the local time of the
process on 9(D,, x D,,), then

dd(zs,ye) = dMy + zd(%t, Yy )dt + (Vnd('7 ye) () + Vi (4, ')(yt))st
< th — (Sd(.%'t, yt)dt

up to the coupling time T for some martingale M;. Here, we take V,, f(x) = 0
for x ¢ 0(D,,). By [15; Lemma 2.4 and 3; Theorem 6.2] we obtain gap(D,,) > ¢
Then Theorem 5.3 follows from Lemma 5.1. [
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6. PROOFs OF THEOREM 2.1 AND ITS COROLLARIES
Proof of Theorem 2.1. a) Let f € Cl[xg,00) N C?(xg,00) with f > 0 on (zg,00)
and define g(z) = [ f. Then g is strictly increasing and so d(z, y) := |g(z)—g(y)|
0
is a distance in [rg,00). Because the process is monotone (see [8]), we simply

use the classical coupling: Lh(z,y) = (Lh(-,y))(z) + (Lh(z,-))(y) for all h €
C?([z0,00)?) and = # y. Then

Ld(z,y) = Ld(x,")(y) — Ld(-.y)(x) = Lg(y) ~ Lg(x)
< —d(w,y) inf [( = (ag” +bg)(y) + (ag” +bg')(x))/ (9(y) = 9())]

< —d(z,y) inf [(—af' =0f)/f](z) @<y

Here in the last step, we have used the Mean Value Theorem. Part (1) of Theo-
rem 2.1 then follows from Theorem 5.3.

b) For part (2) of Theorem 2.1, the proof is similar but applying the coupling
to the function

s@) = [ IO
To prove (2.5), note that
(£'e€) = (af” +bf')e Ja. (6.1)

By assumption, we have —(f’ec)/ > cfe®/a. Therefore, I(f)(z) < ¢! and so
the conclusion follows from (2.4). It remains to check that ¢" > 0 on (x, c0). But
this holds iff w(f) > 0 due to the fact that f > 0 on (x¢,00). O

Proof of Corollary 2.4. The assertions follow from that of Corollary 2.3 corre-
spondingly with the specific parameters given below.

(1) 6=(1-¢)/2.

(2) c1 =0, c3=—¢c5 and 6 = —,/2.

(3) ¢1 = (g9 +€2)/e3, co = 261 /5. [

To prove Corollary 2.5, we need a simple result which is an extension of [6;
Lemma 3.1].

Lemma 6.1. Let m € C([zg,o0);Ry) and n € C([zg,0); (0, 00)).

(1) If [Z"m(y)/n(y)dy < cym(z) and [ m(y)dy < com(z) for all z > .
Then for every v € [0,1/c2), we have

[o.¢]
/ e M) g o O )y, o>
T n<y) 1- YC2

(2) If (z —x0) [° m(y)dy < c for all & > zo, then for every y € [0,1), we have

C

1_7(33—950)"’_1, x = .

[ =z miy <
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Proof. Here, we prove part (1) only since the proof of part (2) is simpler. Without
loss of generality, assume that m(z) has finite support. Set

[ m(y)
M= [T

Then
/oo e'y(y—zo)wdy - _ /oo e’y(y_ZO)dM(y)

n(y)

< clev(m_%)ﬂ“L(x) + 01’7/ ev(y_%)m(y)dy-
x (6.2)

Consider the special case that n(x) =1 and ¢; = co. Then, (6.2) gives us
/ Y70 m (y)dy < 072ew(avﬂvo)m(%)7 T > 2.
T 11— YC2
Inserting this into (6.2), we obtain the required assertion. [J

Proof of Corollary 2.5. a) Note that

C’(u)—C(x)gs/ L:510g61+u7_$0 u>x.

b
c1+y—xo c1+x—x9

We have for f(z) = (c1 + 2 — 20)°,

1 > (cy +u — x0)0te
I(f)(z) < (et + & — o) o1 /w (i +u—go) du
B -1 1
T 00 +e—v+1) (e +x—x0)2
< -1 - (v = 2).
T eb(0+e—v+1) G2 -

Setting 0 = (y — e — 1)/2, we prove part (1) of the corollary. Obviously, when
v =2, ¢ is allowed to be zero.
b) For part (2), by assumption, we have

C(u) — C(z) < ey(u— ) + ey(u? — 2%) /2 — ey (u — )x0
= [e; + e9(x — 20)](u — 2) + £9(u — 2)?/2. (6.3)

Without loss of generality, assume that inf, a(z) = 1. Consider the test function
f(x) = (c1 — e2(x — xo))eé(x_xo), 0 > 0. We obtain

1(f)< !

1 oo
= Cl—&EU—E9(XT—X
%2+015525($x0)/0 1= 2( 0)]

1 > 2
= ) [e1+0+es (m—z0)]utesu /2d 11.
—£5+c10—e,0(z—x0) [(Cl tat )/0 € ut

d(z—x0) /x 1 —ey(u—mzp)] el Fotea(mroll(uma)re, (ume)™/2

€[€1+5+52(r—ro)]u+52u2/2du
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If e, <0, by setting ¢; = § = —&,/2, we get

1
I(f)gm

Next, assume that £1 > 0 and set ¢; = 0. Since g2 < 0, by (6.3), we have

1 > 2
e 46 / €[€1+5}u+52u /2du—l— 1:|
—€5 — €90(2 — Zo) [( ! ) 0

1 o0
<L [@1 wo) [ el gy 1}
—&9 0

= L |:1 + /OO eu+€zu2/[2(€1+6)2]du:| .
&2 0

I(f) <

Then by letting § | 0, we obtain the estimate in the middle of the expression.
The last estimate in the expression simply follows from (6.3) and Lemma 6.1
(1) with the choice m(z) = e“®), n(z) =1, f(z) = e7*=%0) and

[ [~ -1
T=5 {/ 651“+52“2/2du] .
0

¢) To prove part (3), simply apply Lemma 6.1 (1) to m(z) = e®) n(z) = a(z),
f(z) =e"®=%) and v = ;-

2¢,
d) Part (4) also follows from Lemma6 1 (1) but with m(z) = @ /a(z),
n(z) = 1, f(z) = e7® %) and v = . The particular assertion is then deduced

by using the Mean Value Theorem.
e) Finally, part (5) follows from Lemma 6.1 (2) by setting m(z) = 1/a(x),

flx)=+x—z9and y=1/2. O

Proof of Corollary 2.6. Let zg = 0 for simplicity. By assumption, there exists
N > 0 so that

f(x) >0 forallz> N and sup I(f)(x) < oco.
>N

Since f](z) = ¢/(1+ )%+ f'(z), we have f](z) > f'(x) > 0 for all z > N. As for
x < N, choose ¢ small enough so that f](z) > ¢/(1 + N)? + ming<n f'(z) > 0.
We now fix ¢. Because f is an increasing function, there exits M > 0 such that
fi(x) <c+ f(x) < Mf(x) for all z > N. Thus, for x > N, we have

0 <I(f1)(z) < MI(f)(x) < oo.

Finally, for x < N, we have

0<I(f1)(z _C(z)/ fl e u+J;f{((]BeC<N>C<w>I(f1)(N).
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The right-hand side is bounded in [z¢, N] and so the required conclusion follows
from (2.4). O

Proof of Corollary 2.7. For a proof of (2.18), refer to [7; Proof a) of Theorem 1.3].

a) Consider the case that K(r) < inf,>.[—(a’ + b)(z)/(z — o) — V' (z)] +
sup,, b'(y). Fixed r; € (z0,00) so that K (r;) > 0. Otherwise, we have nothing to
do. Define

flz) = /; dy exp [— /:, “azufgo (K (r) = K] {uerydu|, x> 0.

0 0

Since f” <0, f’ is decreasing and so f(x) > (v — o) f'(z). By (2.3), we have

—af’ —(d + b)}{/ HE =B

> o+ —af” —[d +b+ (fx —x0) (V) + Bo)lf’

> Bo+ K(ry)(z — o) f'(2)/ ().

_af//+(a/+b)f/
f

—V'(x)

(z) = Bo +
(2)

Here in the last step, we have used the properties of f just mentioned above.
Noticing that (x — xo)/f(x) is non-decreasing, we have (x — xo)f'(x)/f(z) =
(x — o) f'(r1)/f(x) = (ry — x0)f'(ry)/f(ry) for all x > ry. This completes the
proof of the main case.

b) The proof of the alternative case is similar, but use (2.5) instead of (2.3). O

To conclude this section, we discuss when the equality in (1.3) holds. Suppose
that we have a C%-eigenfunction f of A; > 0. That is, —af” — bf’ = A\ f with
f'(xo) = 0. Then, as we will prove later, f has the following properties: i) f €
L(7), ii) ' > 0 (or < 0) on (z9,00) and iii) lim, e f'(2)e“®) = —\i7(f)Z.
Now, by (6.1) we have —(f’ec)/ = A1 fe€/a. Thus

o0

@D <x [T e la—na(nz = n [ -0 a

since (f) < 0 by ii) and iii). Set f = f—n(f). We have 7(f) = 0 and f'(z)eC®) >
AL feC Ja. Hence I(f)(xz)~' = Ay for all > xy. Combining this with part (2)
of Theorem 2.1, we conclude that the equality of (1.3) holds.

The remainder of this section is to prove i) —iii) listed above. Where the second
one is essential, from which the first one and then the last one follows immediately
from the next lemma.

Lemma 6.2. If Lf = —\f on [p,q| C [0,00) for some X # 0, then we have
A pan = (1) @) - (7<) )] /2

Proof. Simply use (6.1). O



ESTIMATION OF SPECTRAL GAP FOR ELLIPTIC OPERATORS 229

Lemma 6.3. Let Lf = —\f for some f € C?[x(,00) and for some A > 0. If there
exist & < [ such that f =0 on [«, 8], then f = 0.

Proof. The assertion is indeed a consequence of the maximum principle ( pointed
out to the authors by Z. D. Huan). A simple probabilistic proof goes as follows. If
f # 0, without loss of generality, assume that v := inf{x > 8 : f(z) # 0} < oo and
there exists x,, | v so that f(z,) > 0 (one may replace f with —f if necessary).
For each n > 1, choose y,, € [y,x,) such that f(y,) = min{f(x) : x € [y, z,]}.
Then f(y,) < 0 since f(y) = 0. Let x4 be the L-diffusion process starting from
yn and set 7, = inf{t > 0: 2 € {w,,7¥ —n"1}}. Then

Ef(zinr,) = f(yn) — XE / " f(ws)ds < flya)[1l — XEr].

This implies that Ef(z,,) < 0 for large enough n. But for any n with v —n=1 >
a, we have Ef(z,,) > f(z,)Plx;, = z,] > 0. The contradiction implies the
assertion. [J

Proposition 6.4. Suppose that A\; > 0 and Lf = —\; f for some f € C?[zg,0),
f #constant and f’(zg) = 0. Then f’ # 0 on (xq,00) and furthermore f € L!(r).

Proof. Suppose that there is a p > xy such that f’(p) = 0.

a) We claim that f #constant on [z, p]. Otherwise, we have f = —A\['Lf =0
on [xo,p] which implies that f = 0 by Lemma 6.3. We now prove that f(p) # 0.
To do so, set g = fljz, ] + f(P)(poc)- If f(p) =0, then g € C?, Lg = —)\1g and
g =0 on [p,00). By Lemma 6.3, we have g = 0 and in particular f =0 on [z, p].
This again implies f = 0 on [z(,00) by Lemma 6.3.

b) By using Lemma 6.2, we have

/:fd7r207 /mp“flzdﬂz—/wp(fo)dw:/\l/::deﬂ- (6.4)

0 0 0

Here in the last step, we have used the assumption Lf = —\;f.
¢) Without loss of generality, assume that f(p) = 1. Then 7(g) = «[p, 00) < 1.
Therefore, by (6.4), we get

_ 7(ag")
[o f2dm + m[p, 00) — 7[p, 00)?
)\1 ffo f2d7T
=7 Pdr + wp, ) — wlp, o)
< M.

This is a contradiction.
d) Having the increasing property of f in mind, the last assertion of the lemma
follows from [2; Theorem 4.14]. O
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7. PROOFS OF THEOREM 3.1 AND ITS COROLLARIES

Proof of Theorem 3.1. Here we prove part (2) only since the proof of part (1) is
similar and even simpler. Choose d > 0 such that

C(w) C(r)
/ f —5/ dzx.

( Lo FQIH @)y, >,
g(x
5f f "W~ (f)(
Note that f(zo) = 0. We have g € CQ(R) and ¢’ > 0. Next, let d(z,y) =
lg(z) — g(y)|. Then the proof of Theorem 2.1 gives us

Define

y)dy, x < xo.

_61_1d(xay)7 1f$>y>$07

Ld r,y) <
(@y) { —0y Yd(x,y), ifxo>x >y

As for x > xg > y, we have

= = ~ > =~ —1
Ld(z,y) = [Lg(x) — Lg(zo)] + [Lg(zo) — Lg(y)] < —(d1V d2) d(z,y).
The proof is then completed by using Theorem 5.3. [

Having Theorem 3.1 in mind, the proofs of Corollaries 3.2-3.5 are parallel to
Corollaries 2.4-2.7 respectively and hence omitted.

To conclude this section, we study the same problem as in the last part of
Section 6. Note that the comment before Lemma 6.2 is the same.

Proposition 7.1. Suppose that \; > 0 and Lf = —\;f for some f € C?(R) N
L?(7), f #constant and (1 + |f])f'e®(x) — 0 as & — oo. Then f’ # 0.

Proof. a) Suppose that there is a p so that f'(p) = 0. Then, we should have
f(p) # 0. Otherwise, set g = fIjo0) + f(P)(—cop).- Then, f’(p) = —[(bf" +
Alf)/a](p) = 0. Hence, g € C*(R), Lg = —M\ig and ¢ = 0 on (—o0,p]. By
Lemma 6.3, we have g = 0 and hence f = 0 which is impossible.

b) Without loss of generality, assume that f(p) =1= Z. Note that f’fe®(z) —
0 as x — oo, we have

/ af’?dr —/ f2eC (x /poof( e dx = —/poo(fo)dw = )\1/poof2d7r.

On the other hand, it follows from Lemma 6.2 that fpoo fdr =0 and so 7(g) =
m(—o0,p) < 1. Hence

W(ag'Q) B fpoo af’2d7T
) R £yl e g e g PR

This is a contradiction. [
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8. PROOFS OF THEOREM 4.1, THEOREM 4.6 AND THEIR COROLLARIES

Proof of Theorem 4.1. Part (1) follows directly from (4.1)—(4.4). The conclusion
(4.7) follows by replacing the function f in (4.4) with

r D u
g(r):/0 e_C(S)ds/ ‘}L@Oé)(e;)()du.

Then (4.8) follows from (4.7) by using the Mean Value Theorem. [

Proof of Corollary 4.2. We remark that the corollary in the present case is deduced
directly from part (1) of Theorem 4.1 by taking

f(r):/ordsexp{—/OSaZL)[K(rl)—K(u)]I{ugrl}du], re[0,D). (8.1)

The details are very much the same as in the proof of Corollary 2.7. O

Proof of Corollary 4.4. Simply use Lemma 5.1. [J

Proof of Theorem 4.6. By Proposition 4.5, we may assume that
a = diag{ay, - ,aq} and then b; = b;, i < d.
a) When j = 1, we may assume that fol s|K1(s)|ds < co. Let L be the coupling

operator with!'4

(o) = ~Salz T a(y)*l(fv—y)(w—y)*.
(@) ”( W) =2 ) - )P )

Take d(z,y) = |x — y| and choose a(r) = a;(r) and K(r) = Ki(r) (see [18]). Let
r1 € (0,D) so that Ki(ry) > 0 and define f(r) as in (8.1) but replacing K with

K. Tt follows from Corollary 4.2 that \* > K(r1) inf,e(o,r,) f'(s)/f(s). Next, for

n>1,let D, = H;izl[—n,n]. Since a = diag{a1,--- , a4}, the normal vector on

dS,, coincides with that under the Riemannian metric (¢(9;,d;)) = a='. Then
d(z,y) := f(Jz —y|) satisfies the boundary condition given in Theorem 5.3. From
this we claim that gap(L) > A\* and so the assertion of the theorem in the case of
7 =1 follows.

b) Take d(z,y) = p(x,y) and c(z,y) = Ja(x) (I — 2uu*)\/a(y), where u; =

p(;y) f’ \/aliﬁdr, x # y. Then the proof for the case of j = 2 is similar to that

for j =1 (refer to [6; Theorem 4.2]).

c) To prove the case of j = 3, we use the coupling by reflection and take
d(z,y) = |z — y|1. For g > yo, Lemma 5.2 gives d(z,y;) = Zgzl(xi(t) —y;(t)),
P%o%-a.s. On the other hand, for d(z,y) = >_,(x; — y;), we have

Az, y) = as(r), Ki(r)<—  sup  B(z,y).
x2y,d(z,y) =T

Next, let u,, be the first Neumann eigenfunction on D,,, then there exists x > y
such that u,(z) # uy(y). [15; Lemma 2.1 and the proof of Lemma 2.4] then give
gap(D,,) > §. This proves the theorem in the case of j =3. O
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Proof of Corollary 4.7. We consider the cases of 7 = 1 and j = 3 only since the
proof of j = 2 is similar. Actually, by [7; Theorem 1.3], the lower bound given for
J = 2 is also a lower bound of the logarithmic Sobolev constant. To see this, take
the Riemannian metric g(9;, ;) = d;ja; *. Then {X;} is a normal orthogonal basis
with Vx, X; = 0 for all 4, 7, the sectional curvature is zero, p is the Riemannian
distance and L = A, + V, V.

a) For |[x —y| =7, let ¥(s) =z + s(y — z), s € [0,1]. We have

lo(@) = a()? = |z —y|7?|(o(z) — o)) (= = y)I* + (b(z) = b(y), = — y)

d

<l —d )+ S (s — v — 9)) / 0rbi (1 (1))

i,j=1

2,01 — 1) — mmin< - /01 8jbi(w(u))du)
<r2r(1—d-1) — 2 /0 i — 055 ((w))du

Next, choose ug € [0, 1] such that [¢(uo) —p| = min,epp,17 [ (u) —p|. Then | (u) -
p| = |¢(u) — ¥ (ug)| = |u — ug|r. Note that 0; is non-decreasing, we obtain

/)\mm 9,0 /01 = wglr)d / 2 s () = 1 (/2.

Hence we can take K3(r) = v3(r/2).
b) Finally, note that

d 1
Z (Bi(y) - Bi(ﬂﬂ)) = Z(yj - %’)/O Zajgi(ﬂ’(u))du

i=1 i=1 =t
1 4 _
y’/ (= max D 0bi(w(w)))du

Ly —ah / (|4 (x) — pl)du < —Jy — 2173 (r/2),
we can take K3(r) = y3(r/2). O

9. PROOF OF THEOREM 4.13

Lemma 9.1. Let (z4,y:) be a coupling of the L-diffusion process. If
E%Y|x; —y,|? < |z — y|? exp[2ct]
for all t > 0, x,y € R? and some ¢ € R, then we have |V P, f|? < exp[2ct] |V f|?
for all t > 0 and f € C3(RY).
Proof. Since f € C3(RY), for any € > 0, there exists § > 0 such that

[f(x) = f(y)]

< |Vf(x)| +e, xz—y| € (0,6).
P IV f(z)]| [z —yl| € (0,0)
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Let T be the coupling time. We have

\Pof (@) = Pf )] _ a1 (@0) — fy)| 2 — wel
g e T e )
_ 1/2
< expct] {Ez’y |f(a|/};z — iﬂgt” I{T>t}}

<explet]{ E*Y(IV f (w0)|+)2 [V f [l oo P*¥ (J2s —ye| > 8)}

<expletl{ PV f*(2) + 2]V floo
+e2+ ||Vf||oo(5_2|x — y|2 exp[2ct]}1/2.
The assertion now follows by letting y — x and then ¢ — 0. [J

Proof of Theorem 4.13. a) Suppose that f € CL(R?). Let L be the operator of
march coupling (see [3] or [4]), i.e., c(z,y) = o(z)o(y)*. Let h(z,y) = |x —y|?, we
have

Li(z,y) = 2|lo(x) = o(y)|* +2(b(z) = b(y), = — y) < 2Kh(z,y),  z,y€R"
Then E*Y|z; — y4)? < |z — y|? exp[2Kt], t > 0. By Lemma 9.1 we have
VP f|” < exp2Kt)P|Vf]?,  fe€CyR. (9.1)
For given t > 0, let H(r) = P.(P—-f)?, 7 €[0,t]. By (9.1) we have
H'(r) = P-L(Py— f)? = 2P-(Py— [ )P f
=2P.(aVPi_,.f,VP_.f) < 2aexp2K(t — )| P;|V f]?.

By integrating over r from 0 to ¢, we obtain (4.14).

b) In general, fix z and ¢, let m; = 6, P;. Next, given f € C1(RY) with 7;(f) = 0
and m;(f?) = 1. Let B,, = {y : |y — x| < n}, n > 1. For any ¢ > 0, there exists n.
such that
a/ (VFP + f2)dm + m(BS) < e
for all n > n.. Choose h € C*°(R) such that 0 < h < 1, h(r) =1 for r < 0 and
h(r) =0 for r > 1. Let f.(y) = f(y)h(ly — x| — n). Then fn € CE(RY) and

/ IV ful2dm; > / IV P, — (@llhl% + De,

/(fn/fndﬂ't> dmy > 1-3e, n=ne.

Combining these with a) and letting ¢ — 0, we complete the proof. [
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Appendix (Addition to the original proof. Jan. 26, 2010).
We study some property of eigenfunction in dimension one when the coefficients
of the operator are not necessarily continuous. Let J be an interval of R, finite or

infinite, open or closed. The operator is L = a(x)(f—; +b(z) L. Set C(z) = f, b/a
for some reference point § € J. Throughout this appendix, we make the following
Hypothesis A.1.

(1) a>0on J.
(2) b/a and €“/a are locally integrable with respect to the Lebesgue measure.
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In the paper, we have used several times the “eigenfunction” f of A € R in the
sense that f € C?(J) and

Lf =—-M\f on J. (A.1)

To be distinguished, we call f an a.e.-eigenfunction of X if f is absolutely contin-
uous on each compact subinterval of J and (A.1) holds almost everywhere on J.
Clearly, if @ and b are continuous, then these eigenfunctions are the same.

The next result is standard in ODE, refer to [A1l; Theorem 1.2.1 and its proof
plus Theorem 2.2.1].

Theorem A.2. Under Hypothesis A.1, for every A, v(9, 4(1) €R, an a.e.-eigenfunc-
tion f of A € R always exists and is indeed unique. More precisely, the function f
can be obtained by the following successive approximation. Define

(0) *
FO = F(g) = <3(1)> , FHD(2) = F(9) +/0 GF™, zeJ n>1, (A2)

0 e ¢
where G(z) = “ACla 0 ) Then

FM (ecjff’) = F as n — 00 (A.3)
uniformly on each compact subinterval of J. In other words, F' is the unique solution
to the equation

F(z) = F(0) + /0 “GF wcd (A.4)

and so it is absolutely continuous on each compact subinterval of J.

Theorem A.2 enables us to improve the last three results in Section 6, replacing
the eigenfunction with the a.e.-eigenfunction. For instance, we have the following
modificatoin.

Lemma A.3. Let J = (x9,00) D (o, ) (v < ). Under Hypothesis A.1, if an
a.e.-eigenfunction f of A € R satisfies f|(, 3 =0, then f=0on J.

Proof. Take 0 = (a + 8)/2 for instance. By assumption, f vanishes in a neigh-
borhood of @ and so F(#) = 0. By induction and (A.2), it follows that F(™) =0
for all n. Therefore we have f =0 by (A.3). O

Lemma A.4. Let J = (x9,00), a > 0, fJeC/a < o0, and let g be the a.e.-
eigenfunction of A\; > 0 with g(xg) = 0. Then g € L!(r) and moreover ¢|; # 0
once A1 > 0.

Proof. The result g € L!(r) is trivial in the case of \; = 0 since g is a con-
stant. Next, let \; > 0. The original proof (Proposition 6.4) for ¢’|; # 0 needs
no change. We now assume that ¢’|; > 0. By Theorem A.2, with ¢'(z9) = 0
and g(xg) = —1 (based on Lemma 6.2), there exists a da-zero set U such that
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Lg = —X1g on U¢. Clearly, 7(U) = 0. Denote by {P/};>¢ the (maximal) sym-
metric semigroup generated by the restricted operator LY of L on (zg, N) having
reflection boundaries at o and N. By symmetry, for each ¢t > 0, we have

PN1y =0, T-a.e. (A.5)

Denote by H; the m-zero set in (A.5) and set H = U Uational r>0 Hr. Then
7(H) = 0 and (A.5) holds on H® for all ¢ by the right-continuity of t — PN g. Let
d=9—9g(xo). Then §(xo) =0 and §’|; > 0. Noting that L™ = L on (29, N), we
have LV G < Ay — A1 g on (29, N)NU®. Let 7% (dx) = eca_ldx/ ijz e“a!. Then

t t
¥ (g)=n" (P g)=m" <§ + / Py LNgds> <z (g)+7" ( / (M =M PN §)ds>.
0 0

This gives us

¢ N
t> 7rN</ P;ngs> :/ ™ (PNg)ds =tz (g)
0 0
and so (g) < 1. The required assertion now follows by letting N — co. [

Lemma A.5. Everything is the same as in Lemma A.4. We have I(g)~! = )\; and
then “="in (2.4) holds.

Proof. Clearly, we need only to consider the case that Ay > 0. By using Lemma
A.4 and [A2; Lemma 2.3 with a slight modification, we have ¢’ > 0 and w(g) =
0. The last property means that ffo geCa™t = —f;o ge€a~t. Since xq is the
reflecting boundary, we have ¢'(z9) = 0. By (A.4), we obtain

oo GC

C 7 meC
[6 9](55):_)\1/ ag:)\l/ PRA zeJ

This gives us the first assertion and then the second follows by part (2) of Theo-
rem 2.1. [

Lemma A.5 is an addition to part (2) of Theorem 2.1. For part (1) of the
theorem, since we use Cauchy’s mean value theorem, some stronger conditions
are required.

Lemma A.6. Under the assumptions of Lemma A.4, (2.3) with equality sign holds
provided a,b € Clxg,00) and having finite derivatives in (zg,00), f € C'[zg,0)
with f|(z,.00) > 0 and finite f” in (g, 00).

Proof. The original proof for “>” in (2.3) needs a little modification only. For
“=" in the case of A\; > 0, simply use the eigenfunction as a test function. To
see “=” in the case of A\; = 0, using the test function h(z) = e=¢®) [ e“f/a, it
follows that the right-hand side of (2.3) is bounded below by inf,c; I(f)~! which
is nonnegative whenever 7(f) > 0. O
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ABSTRACT. A general formula for the lower bound of the first eigenvalue on com-
pact Riemannian manifolds is presented in this paper for the first time. The for-
mula improves the main known sharp estimates including Lichnerowicz’s estimate
and Zhong-Yang’s estimate. Moreover, the results are extended to the noncom-
pact manifolds. The study is based on a probabilistic approach (i.e., the coupling
method) introduced by the authors previously.

Keywords: The first eigenvalue, coupling method, Riemannian manifold.

Let M be a compact connected Riemannian manifold with boundary OM either
empty or convex. Let L = A + VV for some V € C?(M). Denote by A; the first
(non-trivial) eigenvalue of L on M with Neumann boundary condition if 9M # ().

The estimate of \; is a well known topic in differential geometry (refer to the
books Bérard [1], Chavel [2] and Schoen-Yau [3]). For recent progress of the study,
readers are urged to refer to [4]-]7] in which a new technique (coupling method)
was adopted. As a continuation of the above papers, this note presents a general
formula for the lower bound of A;. The basic idea of the paper comes from a recent
work by the authors! in which the same topic was treated for elliptic operators
in R%.

1 MAIN RESULTS

Suppose that Ricys > —K for some K € R. Let d, D and p denote respectively
the dimension, diameter and Riemannian distance. Let

K (V) =inf{r : Hessy — Ricys < r}.
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Denote by cut(x) the cut locus of z and define

a(r) =sup{(Vp(z,)(v), VV (y)) + (Vp(-,y)(x), VV(z)) : p(x,y) =1,y & cut(z)}

for r € (0, D] and set a(0) = 0. Next, set K™ = max{0, K}, K~ = (—K)" and
choose v € C[0, D] such that

v(r) > min {K(V)r, 2¢/K+(d — 1) tanh [% K+/(d—- 1)]
—2y/K—(d— 1) tan {g K-/ - 1)} + a(r)}.

Finally, define
1 s
C(r) =exp [4/ fy(s)ds}, r € [0, D].
0

Then the main result of the paper is the following.

Theorem 1. For any f € C[0, D] with f > 0 on (0, D), we have

M4 inf f(r){/orC(s)lds/sD C(u)f(u)du}l. (1.1)

re(0,D)

Before moving further, let us make some comments on Theorem 1.

a) Let p be the probability measure deduced from eV (@) dz. Then the classical
variational formula says that for every f € C'(M) with u(f) := [,, fdu =0, we
have

M < (VA1) f?).

From this, one may regard Theorem 1 as a dual of the classical variational formula.
However, these two formulas have no common point. As far as we know, no analog
of (1.1) has ever appeared in the literature. The proof of Theorem 1 is based on the
coupling method*6 which is completely different from all the known geometric
approaches including Lichnerowicz’s argument!®! and Li-Yau’s technique (refer to
[3]). We do not know at the moment whether (1.1) can be deduced from the
previous geometric approaches.

b) We claim that all the estimates given in [4]-[6], which have already covered
all the known sharp estimates (c.f. the comments right after the corollaries given
below), can be deduced from Theorem 1. First, [4; Theorems 1.4, 1.5] and [6;
Theorems 1.4, 1.5] were proved in terms of the first moment of the coupling time
but now can be deduced directly from (1.1) by choosing f = 1.

c¢) To cover the other results obtained in [4]-[6], it suffices to show that (1.1)
is equivalent to the following differential formula: For any g € C?[0, D] with
g9(0) =0 and ¢’ > 0 on [0, D), we have

A== sup {4g"(r) +7(r)g'(r)}/g(r). (1.2)
re(0,D)
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Actually, the results just mentioned were deduced from (1.2). To prove the equiv-
alence, let f be given in (1.1) and take

T D
o(r) = / C(s)~'ds / ) (u)du.
0 s
Then (1.2) implies (1.1). On the other hand, for g given in (1.2), if

— sup {4¢"(r) +~(r)g'(r)}/g(r) =6 >0,
re(0,D)

then we have

r D r D
‘11/0 C(s)lds/ C(u)g(u)du < (15/0 C(s)lds/ (—Cg’)/(u)du
=5 [ o lewg ) - ey ))as
1

< 59(7“)'
Thus (1.1) implies (1.2) by taking f = g. Of course, each of (1.1) and (1.2) has
its own advantage. The computation for (1.2) is much easier but as we have just
shown, for the same test function (i.e., f = g), the lower bound given by (1.2) can
not be better than that given by (1.1). Since (1.2) was often used in our previous
publications, this paper concentrates on (1.1).

d) Let \; be the first mixed eigenvalue of the operator 4(;'1—; +7v(z)L on (0,D)
with Dirichlet condition at 0 and Neumann condition at D and let f(> 0 on (0, D))
be the corresponding eigenfunction. Then Theorem 1 implies that A; > A;. The
equality indeed holds in the typical case that M = S% and V = 0.

It should be not surprising that (1.1) can produce a lot of new estimates since
the test function f can be quite arbitrary. But it is surprising that the estimates
of the first eigenvalue given in [4] and [6] can still be improved, as illustrated by

the following corollaries.

Corollary 1. In general, we have

A > K(V){ exp [éK(V)Dﬂ - 1}_1 > % - %K(V). (1.3)
Next,
2 1 2 2
A > %K(V){exp [J{(V)D?] 71} > %JIGK(V), if K(V) >0, (14)
M >17;22— (1-%)}((1/), if K(V) <0 (1.5)
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Corollary 2. Suppose that V =0. If K <0, then

2 ™ 2
> — —1-= .
)\1/D2 max{4d,1 W}K, (1.6)
dK 4D -1 8 K
> 11— —/- — > — - = . (1.
A > d_1{1 cos [2 K/(d 1)}} > s— 5 d>1 (L)
Corollary 3. Suppose that V =0. If K > 0, then
2 T
> — (= — .
M (2 1)K, (1.8)

2

D
A > % 14 2D2K /n cosh! ¢ [5 K/(d— 1)], d>1.  (19)

Now, we compare the above estimates with some known best ones. Obviously,
when K (V) <0, each of (1.3) and (1.5) improves an estimate of [4]:

A\ >8/D* -~ K(V)/3.

When K < 0, each of (1.5) and (1.6) improves Zhong-Yang’s estimatel: \; >
72/D?. When K > 0, each of (1.4) and (1.8) improves Cai’s estimatel'0: \; >
72/D? — K. While (1.9) improves Yang-Jia’s estimatel!}:[12];

7T2

A > —exp[—fD K(d—l)]

(this estimate was proved in [12] only for d > 5). Finally, since D\/—K/(d — 1) <
7 for K < 0 and usually the strict inequality holds, (1.7) improves Lichnerowicz’s
estimate: \y > —dK/(d —1).

The remainder of the paper is organized as follows. A short proof of Theorem
1 is given at the beginning of the next section. Most of the section is devoted
to prove the corollaries. The proofs are technical but contain a nice use of the
FKG inequality which is well known in statistical physics. The noncompact case
is studied in the last section.

2 PROOFS

Proof of Theorem 1. Let (x:,y;) be the coupling by reflection of the L-diffusion
process (with reflecting boundary if M # ()!!31:[14] Then we have

dp(ze, ye) < 2v/2db; + Y(p(ze, ye))dt, (2.1)

where b; is a one-dimensional Brownian motion (see [4] and [6]). It should be
mentioned that (2.1) was first proved by Kendalll'3 for V' = 0 and v(r) = Kr,
the present form of 7 is due to Cranston!'* and Chen-Wang!¥ respectively for
the cases K > 0 and K < 0. For f € C[0,D] with f > 0 on (0, D), let § be the
lower bound given in Theorem 1 and define

T D
g(r) :/o C(s)_lds/ C(u) f(u)du, r € [0, D].
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By (2.1) and It6’s formula, we have

dg(p(ze, yt)) < 229" (p(24, y2))dbe — dg(p(we, y))dt.

Now, Theorem 1 follows from [4; Theorem 1.9]. O

The following elementary inequality will be used frequently in the remainder
of this section.

Lemma 1 (FKG inequality). Let p,q € [—o0,00] with p < ¢, and let v(dz) be
a probability measure on (p,q). If f,g € Cy(p,q) are nondecreasing, then

/ ! Ha)owwide) > /  eidn) /pqg(x)y( .

Proof. Simply note that

/qugd”_/qud”/pqu”—; /pq/pq [f(@) = f()][9(x) — g(y)]v(dz)r(dy) 0. O

Proof of Corollary 1. a) Take ~(r) = K(V)r, then C(r) = exp[§K(V)r?]. The
first estimate of (1.3) follows from Theorem 1 with f(r) = r. The second bound
of (1.3) is a linear approximation of the first one with respect to K (V). To prove
it, let

8 T

0= (ew[Lo] ) (5= D).  rem

Then ¢(0) = ¢’(0) = 0 and

D4
i — D2 i|
9°(r) = 155 Xp[s "

We have ¢'(r) > 0 for all . Hence g(r) > 0 for » > 0 and g(r) < 0 for r < 0.
This implies the second estimate of (1.3).

b) Suppose that K (V) > 0. Throughout of this section, set § = 7/(2D). Take
f(r) = sin(Br). Applying the FKG inequality to v(dr) = Z~'rdr, where and in
what follows, Z is the normalizing constant to make v(dr) to be a probability
measure, we obtain

/SD exp [éK(V)rﬂ sin(fr)dr

/ Cexp[LK
< SD sin(f8r)d > /SD exp [éK(V)TZ} rdr
(

8(:os Bs exp K(V)D? — GXP[ K(V)s?])
( )B(D? — s2) '

(V)r? sin ﬁr) —=rdr
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Therefore

/TC(S)_lds /D C(u)f(u)du
/ KV 8COS /BS ){exp [%(D2 - 32)} — l}ds
<WK(){GXP[8D2} —1}f( ), relo,D].

By Theorem 1 we obtain the first estimate of (1.4) and then the second one follows
from the second inequality of (1.3).
c) Suppose that K (V) < 0. Take f(r) = sin(8r). Then

I(s) :== /SD exp [éK(V)T’Q} sin(fSr)dr

s

Applying the FKG inequality to v(dr) = Z~1sin(Br)dr, we get

/SD exp [éK(V)TQ}rcos(ﬂr)dr. (2.2)

D

/S 7 e [%K(V)rﬂmos(m)dr > 1(s) / 7 sin(gr)dr) / r cos(Br)dr
= cos™ ' (Bs)I(s)[D — ssin(fs) — B" cos(Bs)]
> 1(s)D(1- %) cos(Bs). (2.3)
Here we have used the fact that
7/2 —rsinr —cosr = (1 —2/7) cos®r
for all 7 € [0,7/2]. Combining (2.2) with (2.3) we obtain

cos(fBs)
B

DK(V)

I(s) < I

(1-2) 1) eos(s).  (24)

s

exp EK(V)Sﬂ +

Next, we claim that g(s) := I(s) exp[—§ K (V)s?] is nonincreasing in s. Actually,
noticing that r~!sin(gr) is decreasing, we have

g'(s) = _K;L(V)sexp [— %K(V)sﬂ /SD exp [éK(V)rQ} sin(fr)dr — sin(Bs)
< _K;L(V) sin(fs) exp [— éK(V)sQ} /SD exp [éK(V)rﬂrdr — sin(fBs)
= —sin(fs) exp [éK(V)(D2 - 82):|

<0.
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Applying the FKG inequality to v(dr) = Z~tdr, we get

/OTQ(S) cos(fs)ds > Smﬁ(,fr) /Org(s)ds > i/or g(s)ds.

Finally, multiplying the both sides of (2.4) by exp [— éK (V)SQ] and then making
the integration from 0 to r, we obtain

/7’ g(s)ds < [1 _ w (1 B g)} —Lsin(fr)

w2 T Bz
From this and Theorem 1, (1.5) follows. [

For the case V = 0, we choose

fy(r):wm(d—manh[g K+/(d—1)]-2 K—(d—l)tan[g K- /(d—1)].

Then

d—1 7 r .
- AT,

cos® 1 [2\/-K/(d—-1)], ifK

Z
3 <

From now on, set @ = $+/|K[/(d —1). In what follows, we will often use the
following simple result.

Lemma 2. Let f € C[0, D]. If there exists ry € [0, D] such that f’ < 0 on [0, o]
and f’ > 0 on [rg, D], then f < max{f(0), f(D)} on [0, D].

Proof of Corollary 2. a) Since (1.5) holds and 7/(4d) < 1 —2/m for all d > 2, to
prove (1.6) we need only to show that A\; > n?/D? — 7K /(4d) for d = 2. To this
end, take f(r) = sin(fr). Noticing that o < 3, we have

D
I(s) ::/ cos(ar) sin(fr)dr

1 a [P
= 3 cos(as) cos(Bs) — 3 sin(ar) cos(pr)dr
1 > D .
< 3 cos(as) cos(Bs) — 52/5 sin(fr) cos(fSr)dr
=3 cos(as) cos(fs) — 258 cos”(fs).

Next, by Lemma 2 we see that g(r) := £ sin(8r) — for cos?(Bs)ds < 0 on [0, D).
Hence

sin(Br)  a?

" —1 _ ot [Ty 2
/Ol(s)cos (as)ds = 52 253/0 cos™ (as) cos®(Bs)ds

< sin/é()fr) (1 B a:ﬁD) _ sinﬁ(fr) (1 B ajﬁD)
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By Theorem 1 we obtain

2 a?Dy -1 2 o?D 2 T
Sy (O P A .
M D2( 48 AT D2 8

b) To prove (1.7), take f(r) = sin(ar). We have

T D
/ Cosld(as)ds/ cos® 1 (au) f (u)du
0 s
T da
<a?d7M1- cosd(aD)]f(r).

By Theorem 1 we obtain the first estimate. To check the second one, we need
only to prove that

cos'~?(as) I cos?(aus) — cosd(aD)] ds

dr? 8 r? d
g(r) ::ﬁ_(D2+ )[1—cos (or)] =0, r >0,
where 0 = D/(2v/d — 1). Note that
2dr r?

g (r) = —r[1—cos?(or)] — (i +

2 ) do cos?™1(or) sin(or)

d—1

2
8 r?

d
}H—T[l—cos (O"I")] — (ﬁ_FE

>d02r cos? L (or) = rh(r),
where

h(r) =2d/(d — 1) — 1 + cos?(or) — (8/D?* 4 1% /2)do? cos®*(or).
We have h(0) =0 and

B (r) = — do cos?™ 1( r)sin(or) — rdo? cos?(or)
( ) — 1) cos®%(or) sin(or)

8 2
> _ _
odcos??(o )sm(m“)( 24+ — D2 5(d—1)o )
=0.
Hence
g'(r) = rh(r) = rh(0) = 0.
This implies that g(r) > g(0) =0
Proof of Corollary 3. a) Take f(r) = sin(f8r). Then

- / ’ C(u) f(u)du

D
:/ coshd_l(au) sin(Bu)du

S

D
= ;coshd_l(as) cos(fs) + %(d -1) / cosh?™2(aw) sinh (o) cos(fu)du
D
< ;coshd_l(ozs) cos(,Bs)—FO;(d—l)/ cosh®™ ! (qu)u cos(Bu)du. (2.5)
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Here in the last step, we have used the fact that sinhr < rcoshr for all » > 0.

Noting that ucot(Su) is decreasing while coshd_l(au) is increasing and applying
the FKG inequality to v(dr) = Z~1sin(8r), we obtain

D D
/ cosh®™! (au)u cos(Bu)du = / cosh®™! (au)u cot(Bu) sin(fu)du
<

(s) ( /SD sin(ﬁu)du) B /SD ucos(fu)du

= I(s) cos™'(Bs)[D — ssin(Bs) — B~ cos(Bs)]
< (D= B7HI(s
(

- (1—%)13

Here, we have used the fact that D — ssin(f8s) < D cos(f8s) which can be deduced
by using Lemma 2. By (2.5) and (2.6) we obtain

)
). (2.6)

1 2\ D?Kq-1
I(s) < 3 cosh®™!(as) cos(Bs) {1 - (1 - ;) 5 } .
Then (1.8) follows from Theorem 1.
b) Take f(r) = cosh'~%(ar)sin(Br), we have
T D
/ C(s)~1ds / () f ()
0 s
= ;/ cosh!™?(as) cos(Bs)ds
0
1 d—1 b 1-d
< — cosh (ozD)f(r)/ cosh™ ™ %(as) cos(Bs)ds. (2.7)
) 0

To check the last inequality, let ¢ = fOD cosh! ™% (as) cos(fs)ds and take
g(r) = / cosh' ™% (as) cos(Bs)ds — ccosh®™ ! (aD) f(r).
0
Then ¢(r) = cosh'~%(ar) cos(Br)h(r), where

h(r) =1+ ¢(d — 1)acosh?  (aD) tanh(ar) tan(Br) — ¢f cosh®™ ! (D).

Since h(r) is increasing in r and h(0) < 0, h(D) = oo, it follows from Lemma 2
that ¢g(r) < max{g(0),g(D)} = 0. This proves the required assertion. By (2.7)
and Theorem 1 we have

° 1—d b 1—d -
AL 2> 2 cosh (aD){ﬂ/ cosh ™ %(as) cos(ﬁs)ds} . (2.8)
0
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c) Now we go to estimate the integral in the right-hand side of (2.8). Let
¢ = D?K/(27?) and g(r) = cosh® ! (ar) — 1 — ¢sin?(Br). Then g(0) = 0 and

g (r) = (d — 1)acosh® 2 (ar) sinh(ar) — 2¢Bsin(Br) cos(8r)
> (d—1)a®r —2c¢8%r = 0.
Hence g(r) > 0 and so (2.8) implies that

™2 DVK -1
DVK ™2 }} '

Next, let ¢ = 4/72 and g(r) = arctan r — r/+/1 + cr2. Then

2
AL > T coshl_d(aD){

= (2.9)

arctan [

gr)=1+r") = (1+c?) 220
if and only if
h(r) == r* 4+ (3¢* = 1)r?* +3c—2 > 0.
Since h(0) = 3¢ — 2 < 0, there exists uniquely ro > 0 such that h(r) < 0 on [0, 7]
and h(r) > 0 for r > rg. By Lemma 2, we have g(r) < max{g(0),g(c0)} = 0.
Therefore r(arctanr)™! > /1 + 4r2 /72 and (1.9) then follows from (2.9). O
3 SPECTRAL GAP FOR NONCOMPACT MANIFOLDS

Let M be a complete connected Riemannian manifold with D = oco. Suppose
that Ricps > —K for some K > 0, K(V) < oo and

Z = /exp[V(w)]da: < 0.

Then the L-diffusion process is nonexplosive with reversible measure p(dx) =
Z Y exp[V (z)]dz. The spectral gap of L is characterized as

M= inf{u([VFI?)/u(f?) : f € CHM) 0 LP(n), u(f) = O}
Let v and C be the same as defined in Section 1 but replacing D with co.

Theorem 2. If there exists a sequence of convex regular domains D,, T M, then
Theorem 1 holds in the present case with D replaced by oc.

Proof. Let A1(n) be the first Neumann eigenvalue of L on D,,. Then, the proof
of [7; Lemma 1] gives us A\; > lim A;(n). Theorem 2 then follows from Theorem
n— oo

1. O

By Whitehead theorem (see [15; Theorem 5.14]), the assumption of Theorem
2 holds if the sectional curvatures of M are nonpositive and the cut locus of some
point is empty.

For fixed p € M, let

B(r)= inf {—Hessy(X,X): X e T, M, |X| =1}.

p(x,p)=r

Then we have the following result.
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Corollary 4. Under the assumption of Theorem 2, if 5(c0) := lim, o, 5(r) > 0,
then A1 > 0. If additionally the sectional curvatures are nonpositive and the cut locus
of each point is empty, then Theorem 2 holds with

r r/2
(r) = 2y/K(d — 1) tanh b/K/(d -7 - 2/0 B(u)du. (3.1)

Especially, for this v we have

1 [
)\12826xp[—1—/ 7(u)du}>0,
o 4 Jo

where ag > 0 is the unique solution to the equation y(a) = —8/a.

Proof. a) Suppose that 3(rg) > 0 for some rg > 0. For every minimal geodesic,
the length of the part contained in the geodesic ball B(p, () is not larger than
2rg. Let z,y € M with p(xz,y) = r and let I(s) : [0,7] — M be the minimal
geodesic from x to y with unit tangent vector field Us. Then

(VV(z), Vp(-,y)(x)) +(VV(y), Vp(z,-)(y))
:/T Hessy (Us, Us)ds
0
< 2ro[B(ro) — B(0)] — rB(ro). (3.2)

Hence we can choose

v(r) =2/ K(d—1) + 2ro[B(ro) — B(0)] — rB(ro)

and the first assertion of the corollary follows from Theorem 2 with f(r) =r.

b) From now on, we assume that the sectional curvatures are nonpositive and
the cut locus of each point is empty. Let I : [0, p(z,y)] — M be the minimal
geodesic from z to y, take so such that p(p,{(so)) = mins{p(p,{(s))}. We claim
that p(p,l(s)) = |s — so|. Without loss of generality, assume that s > sg. Let
X, = expl_(;o)(p) and Xy = expl_(;o)(l(s)), then

(X1, Xo) =~ oo, 1(s))| <0
S S=So
Next, choose p’, ¢ € R such that |p'| = p(p,1(s0)), |¢'| = s — so and (p',q') =
(X1,X5). Let I : Ty M — R? be a linear map preserving the inner product
and satisfying I(X;) = p/, I(X2) = ¢/. Finally, let ¢(t) : [0, p(p,{(s))] = M be the
minimal geodesic from p to [(s). Then ¢(t) := I o expl_(;o) oc(t) is a curve from p’
to ¢’. By Rauch comparison theorem (see [15; Corollary 1.30]), we have

p(p,1(s)) = length of ¢(t) > |p" — ¢'| = |¢'| = s — so.

Here, we have used the fact (p’,¢’) <0.
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c) Given r > 0, let z,y,l(s) and Uy be the same as in a). By (3.2) and b) we
obtain

(VV(2), V(- y)(2)) + (VV(y), Vp(z,-)(y))

/ seps— [ ploas
<2 /0 Blu)du,

where the last step is due to the fact that § is nondecreasing. Hence Theorem 2
holds with ~(r) given by (3.1).

d) Noting that (r)/r is decreasing and —8/7? is increasing, the solution ag > 0
exists uniquely whenever 5(oc) > 0. Take

s =re =5 [ (- Latan))au).

ap

Then Theorem 2 gives us

AL > o) exp [— i/oao (’Y(U) - uv(ao))du]

ago ag

5 —1—1/%()(1 0
_a%Xp 40'yu ul.
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ABSTRACT. This paper starts from a nice application of the coupling method to
a traditional topic: the estimation of spectral gap (=the first non-trivial eigen-
value). Some new variational formulas for the lower bound of the spectral gap of
Laplacian on manifold or elliptic operators in R% or Markov chains are reported
[101,[15,[16]  The new formulas are especially powerful for the lower bounds, they
have no common points with the classical variational formula (which goes back to
Lord S. J. W. Rayleigh (1877) or E. Fischer (1905) and is particularly useful for the
upper bounds). No analog of the new formulas ever appeared before. The formulas
enable us to recover or improve the main known results. This will be illustrated by
a comparison of the new results with the known ones in geometry. Next, we will
explain the mathematical tool for proving the results. That is, the trilogy of the
recent development of the coupling theory: The Markovian coupling, the optimal
Markovian coupling and the construction of distances for coupling. Finally, some
related results and some problems for the further study are also mentioned. It
is hoped that the paper could be readable not only for probabilists but also for
geometers and analysts.

PART I. BACKGROUNDS.

1. Definition. Consider a birth-death process with state space £ = {0,1,2,---}
and Q)-matrix

—bg bo 0 0
a1 —(a1 + bl) b1 0

Q = (qw) = 0 as 7(@2 + bg) b2
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where ay, by > 0. Since the sum of each row equals 0, we have
QRQ1=0=0-1

This means that the @-matrix has an eigenvalue 0 with eigenvector 1. Next,
consider the finite case, F, = {0,1,--- ,n}. Then, the eigenvalues of (—Q) are
discrete:

O:)\0<)\1 <K

Hence, there is a gap between A\g and A;:

gap (Q) = Al — )\0 = Al.

In the infinite case, the gap can be 0. Certainly, one can consider the self-adjoint
elliptic operators in R or the Laplacian A on manifolds or an infinite-dimensional
operator as in the study of interacting particle systems. In the last case, the
operator depends on a parameter 8. For different 5, the system has completely
different behavior.

2. Applications.
(1) Phase Transitions.

B = 1/temperature

\
\
N

0 Be b
The picture means that in the higher temperature (small 3), the corresponding
semigroup {7} };>0 is exponentially ergodic in the L2-sense:

ITef = (O < NIf = 7(H)lle™™,

where 7(f) = [ fdr, with the largest rate A; and when the temperature goes
to the critical value, the rate will go to zero. This provides a way to describe
the phase transitions and it is now an active research field[6]:[331:[39]:[41],[43],[44],[51]
The next application we would like to mention is the
(2) Computer Science.
a) Complexity of randomized approximation algorithms. The existence of spec-
tral gap is used to prove a randomized approximation algorithm to be polyno-
mial. See Jerrum and Sinclair (1989) for instance.
b) A fashionable application of the topic is the Markov chains Monte Carlo.
There are too many publications to be listed here.
(3) Finally but not the last, the spectral gap have been used by Aldous and Brown
(1993) and by Iscoe and McDonald (1994) for the asymptotics of the exit times.
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3. Difficulty.

We have seen the importance of the topic but it is extremely difficult. To get
some concrete feeling, let us look at the following examples.
a) Consider birth-death processes. Denote by g and D(g) respectively the eigen-
function of A\; and the degree of g.

b; a; A D(g)
1+ 1 21 1 1
1+ 1 21+ 3

The change of the death rate from 2¢ to 2¢ + 3 leads to the change of A\; from
one to two. More surprisingly, the order of g is changed from linear to quadratic.
Next, for finite state space, it is trivial when E = {0,1}, \y = a1 + by. If we go
one more step, F = {0,1,2}, then we have four parameters by, b; and a, as only
and

A =2""ar 4+ az 4+ bo + b1 — /(a1 — az + by — b1)2 + dayby].

Now, the role for A; played by the parameters becomes ambiguous.

b) Consider diffusions with operator
d? d
L= a(x)@ + b(x)%

The state space for the first row below is the full line and for the last two rows is
the half line [0, c0) with reflection boundary.

a(z) b(z) A | D(g)
1 —x 1 1
1 —x 2 2
1 —(z+1) 3 3

From these, one sees that the eigenvalue A; is very sensitive and the relation
between \; and the coefficients (a;, b;) or (a(x),b(x)) can not be very simple.

One may think all these examples are rather special but the last one of birth-
death process and the last two of diffusions are indeed new. Actually, we were
unable in [13] to cover by our approach the general case of one-dimensional diffu-
sions, for which an analytic approach was adopted.

ParT II. OLD RESULTS AND NEW RESULTS.

1. Story of )\; in Geometry.

The most well-developed subject of the first eigenvalue A; is the Riemannian
geometry. For instance, a large part of each book [2], [4] and [40] is devoted to
the problem. About 2000 references are included in [2]. For the latter use, we
now review quickly some famous estimates obtained by the geometers.

Let (M, g) be a compact and connected Riemannian manifold with Riemannian
metric g. Denote by d and D respectively the dimension and the diameter of M.
Assume that Riccipy > Kg for some K € R. The main aim of the study is to use
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the geometric quantities d, D and K to estimate A;’s of Laplacian A. The main
lower bounds of A; obtained by different authors are listed in the following table.

d
Lichnerowicz (1958). -1 K, KZ>0.
2
. ' >
Li and Yau (1980) 292, K=>0
Zhong and Yang (1984). %, K=>0
p— 1
Li and Yau (1980). , K<O0.
D?(d—1)exp [14++/1—4D2K (d—1)]
2
: T
Cai (1991). T K K <0,
2

Yang (1989) and Jia (1991). g—e—a/2, if d>5, K <O0.

Yang (1989) and Jia (1991). 2“—@*&’/2, if 2<d<4, K<O0

where a = D\/—K(d — 1) and o/ = D\/—K((d— 1)V 2).

The first estimate is very good since it is optimal for the sphere in any dimension
d > 2. The third one is optimal when K = 0. The last line but one (for all d > 2)
is called the Yau’s conjecture (mentioned in Yang (1989)). The importance of Li
and Yau’s work is that it introduced a new approach and made a deep influence
to the subsequent study. No doubt, the results are very deep in geometry.

It was only recently that the coupling approach was introduced for the first
time to study the estimate of A\; and produced the following estimates, some of
them are new in geometry.

2. Theorem (Chen and Wang (1993)).

2 d 8 K
K i it K >
{D2’d—1 ’D2+3}’ : 0

2 8 K 8 D*K] 8
A1 > max {W—I—K +,exp[8}, DQ(l + §>e_a/2,

_Mtanh2 D\/j SeCh20 y if K< 07
4 2Vd-1

where 0 is decreasing limit of 6,,:

« D -K
_a P _ > 2.
0, 4tanh<2 d_1>, 0, = 0, tanhf,_1, n>2

The last estimate is taken from [8] and it is sharp in some sense.
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Clearly, all the sharp estimates in the previous table are included here. More-
over, the last two estimates in the table are also included:

7T2 8 o —a/2 772 —a/2
maX{m+K, ‘D2<1+3>6 /}>me /

— AN > ——e %2 d>2

= Yau’s conjecture = Yang & Jia’s estimates.

We have seen that in the past 40 years or so, geometers have made a series
of hard efforts to improve the lower bounds step by step. The resulting bounds
by different approaches are not comparable. On the other hand, several simple
examples were in my mind for which I did not know how to handle by using our
approach. Thus, I had a feeling for many years that each approach has its own
advantage and there is no best one. I could not imagine, even half a year ago,
that we can eventually find out a general formula by using our approach.

3. New Results. Manifolds.
Define # = {f € C[0,D]: f >0o0n (0,D)}, C(r) =1if K =0 and
r K

COSd_1 |:2 d—1:|’ lf K >0

K
cosh?—1 [;,/d_l], if K<0.

Then, our general formula is given as follows.
Theorem (Chen & Wang (1997)1%). For Laplacian on M, we have

C(r)=

A1 >4sup inf f(r)[/OT O(s)~'ds /SD C(u)f(u)du]_l.

fey T‘E(O,D)

Before moving further, let us recall the well-known classical variational formula,
the Max-Min formula:!

A =inf {u(IVFI2)/u(f2) : f € C (M), f) =0},

where p is the Riemannian measure on M. It is especially useful for the upper
bound of A; and is used in almost all of the literature on this topic. But it is
much harder to handle the lower bound for which many approaches have been
developed in the history but no general formula ever appeared before. Comparing
the formula with ours, one sees that there are no common points. To see the power

IHistorical Note: In [4], it is named the Rayleigh’s formula, goes back to Lord S. J. W.
Rayleigh (1877). On the other hand, in the book “Inequalities” by E. F. Beckenback & R.
Bellman (§25 and §26), it says that the formula goes back to E. Fischer(1995) and generalized
by R. Courant(1924) (cf. [17]) and the original Rayleigh’s result means Ao = 0 rather than A;.
The relation of A1 and the L2-exponential convergence mentioned above was studied in [33] and

[5].
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of our formula, by setting f = 1, one can deduce all the bounds without underlines
given in Theorem (1993)(cf. [12]). Of course, it should not be surprising that the
new formula can produce a lot of new estimates since the test function f can be
quite arbitrary. But it is surprising that the estimates of the first eigenvalue given
in [12] and [49] can still be improved, as illustrated by the following corollary.
Corollary (Chen & Wang (1997)!16]).

2
)\12—+max{1,1——}K, K>0
4d T

dK JD K 7!
> — — A — >
Al/d—l{l cos [2 d—l]} ) d>1, K2=>=0

P +<f—1)K, K <0

2 2D2°K 4D [-K
Al}ﬁ 1- - cosh [2 dl}’ d>1, K<O0.

The corollary improves respectively the Zhong & Yang’s, the Lichnernowicz’s, the
Cai’s and the Yang & Jia’s estimate. For instance, since D\/K/(d —1) < 7 for
K > 0 and usually the strict inequality holds, the second one above improves the
Lichnerowicz’s estimate.

4. New Result. Diffusions in Half Line.

For diffusions in R or for Markov chains, we have a similar story as for geom-
etry but not discussed here. We mention only some general results. Consider the
diffusions in half line with operator

d? d
L= a(x)@ + b(z)

dx

and reflecting boundary. Define

_ o e
C(x) _/0 a(y)dy’ m(dr) = 7 a(@) dz,

where Z is a normalizing constant. Set
F={feL'(r) :7(f)>0and f'|(g,c0)>0}.

Theorem (Chen & Wang (1997)[19]).

—C(z) 0 C(u) -1
A1 = sup inf {e 7 / fwe du] .
fez >0 f (:E) x CL(U)

Moreover, in the regular case, the equality holds.
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5. New Result. Birth-Death Processes.
Recall that

- boby -+~ bi_
Ty = —, :U’U:lv Mzzu) /L>]—a M:ZH’L
I aias - - - a; ;

Let # C L'(m) be the set of all strictly increasing sequences (w; : i > 1) with
Zi>1 wiw; > 0. Define

Ii(w)=b;u;(wip1 — wZ/Zujwj, i1, Iy(w)= ( —i—wl/z,ujwj)

Jj=i+1
Theorem (Chen (1996)1%).

= fI;
= A

A1 = sup 1nf{az+1 +bi—a;/vi—1—bi11v;}.
(v;>0) 120

We remark that here the equalities hold. In other words, we have complete dual
variational formulas for A\;. Furthermore, the formulas remain the same if A\; is
replaced by the exponentially ergodic rate & which is a traditional topic in the
study of Markov chains [5] or [6]. The first formula above is a summation form
which is similar to the integration form used previously. The second one is a
differential form. An analog of the last form also works for the cases of manifolds
or the diffusions but omitted here.

PART II. TRILOGY OF COUPLINGS.

1. Markovian Couplings.

We now turn to discuss the trilogy of couplings: The Markovian coupling, the
optimal Markovian coupling and the construction of distances for couplings. We
will also sketch the main proof of our results reported above. Since the story for
Markov chains is similar, we concentrate on diffusions. Given an elliptic operator
in R?

d 82 d 9
i, j=1 =1

An elliptic (may be degenerated) operator L on the product space R x R? is
called a coupling of L if it satisfies the following marginality:

Lf(z,y) = Lf(2) (esp. Lf(z,y) = Lf(y)), [e€CPRY), x#y,
where on the left-hand side, f is regarded as a bivariate function.
It is clear that the coefficients of any coupling operator L should be of the form

oton={ 0 ). =35

This condition and the non-negative definite property of a(x,y) consist of the
marginality of L in the context of diffusions. Obviously, the only freedom is the
choice of ¢(z,y).
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Three examples:
(1) Classical coupling. c¢(z,y) =0,z # y.
(2) March coupling (Chen and Li(1989)). Let a(z) = o(z)?. Take c(z,y) =

a(x)o(y).
(3) Coupling by reflection. Set u = (x — y)/|z — y| and take

o(y)~ uar*
|o(y)~al?
c(z,y)=0(z)[I —2uu*]o(y), z#y [Chen & Li (1989)].

c(z,y)=o(x)|o(y)—2 , det o(y)#0, x#y [Lindvall & Rogers (1986)]

The last coupling was extended to manifold by W.S. Kendalll'986]. See also M.
Cranston!'®?Y, In the case that & = y, the first and the third ones are defined
to be the same as the second one.? Each coupling has its own character. A nice
way to interpret the first coupling is to use a Chinese idiom: fall in love at first
sight. The word “march” is a Chinese command to soldiers to start marching.
We are now ready to talk about

Sketch of the Main Proof.
Here we adopt the analytic language. Given a self-adjoint elliptic operator L,
denote by {T}}:>0 the semigroup determined by L: T; = e'. Corresponding to

L, we have {Tt}t>0. The coupling simply means that

Tof(z,y) = Tof (x) (vesp. Tof(z,y) = Tif(y)) (1)

for all f € C2(R?) and all (z,y) (z # y), where on the left-hand side, f is regarded
as a bivariate function.
Step 1. Let g be the eigenfunction of —L corresponding to A\;. We have

d
aTtg(x) =TiLg(z) = —MTig(x).

Hence
Tyg(x) = g(xz)e ™. (2)

Step 2. Consider compact space. Since g is Lipschitz with respect to Riemannian
distance p, g is a Lipschitz function. Denote by ¢, the Lipschitz constant. Now,
the main condition we need is the following:

Tip(x,y) < pla,y)e . (3)
This condition is implied by

Lp(z,y) < —ap(z,y), x#y (4)

2For this reason, the term “basic coupling” was used in [11] for the second coupling. We now
use the term “march” rather than “basic” since it is more intrinsic and consistent with the one
used for Markov chains by the author years ago.
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Setting ¢g1(z,y) = g(x) and g2(x,y) = g(y), we obtain
e M g(x) — g(y)| = [Tg(z) — Tug(y)|  (by (2))
= |Tyg1(z,y) — Tuga(z,y)|  (by (1))
Tilgr — g2(x, )
cgﬁp(:n, y) (Lipschitz property)
cop(z,y)e™ " (by (3)).

NN N

Step 3. Choose {(zn,yn)} so that

l9(zn) = 9(yn)l .
(T, Yn)
We obtain A\ > «. 0O

The proof is unbelievably straightforward. It is universal in the sense that it
works for general Markov processes. A good point in the proof is the use the
eigenfunction so that we can achieve the sharp estimates. On the other hand,
it is crucial that we do not need too much knowledge about the eigenfunction,
otherwise, there is no hope to work out since the eigenvalue and its eigenfunction
are either known or unknown simultaneously. Except the Lipschitz property of g
with respect to the distance, which can be avoided by using a localizing procedure
for the non-compact case, the key of the proof is clearly the condition (4). For
this, one needs not only a good coupling but also a good choice of the distance.

2. Optimal Markovian Coupling.

Since there are infinitely many choices of coupling operators, it is natural to
ask the following questions. Does there exist an optimal one? In what sense of
optimality we are talking about?

Definition. Let (E,p,&) be a metric space. A coupling operator L is called p-
optimal if

L p(x1,x9) = inf Ep(xl,xg) for all z1 # o,
L

where L varies over all coupling operators.

To construct an optimal Markovian coupling is not an easy job even though
there is often no problem for the existence. Here, we mention a special case only.

Theorem!Chen(1999)] | et f € C2(R,;R) with f(0) = 0 and f/ > 0. Suppose
that a(x) = ¢(x)o? for some positive function ¢, where o is constant matrix with
deto > 0.
(1) If p(z,y) = f(lo~(z — y)|) with f”” < 0, then the coupling by reflection is
p-optimal. That is,

c(z,y)=v/ (@) [o? — 20" /|o ™ al*| v/ o(y)-

(2) If p(x,y) = f(lo~ (z — y)|) with f” > 0, then the march coupling is p-
optimal. That is, c(z,y) = /o(x)o?\/o(y).

(3) f d=1 and p(z,y) = |z — y|, then all the three couplings mentioned above
are p-optimal.
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Part (2) of the theorem is newly added but it is an analog of the birth-death
processes and its proof is similar to that of part (1). Note that in case (2), p may
not be a distance but the definition of p-optimal coupling is still meaningful.

3. Construction of Distances.

In view of the above theorem, one sees that the optimal coupling depends
heavily on p and furthermore, even for a fixed optimal coupling, there is still a
large class of p can be chosen, for which, the resulting estimate of «a given in (4)
may be completely different. For instance, the sharp estimates for the Laplacian
on manifolds can not be achieved if one restricted to the Riemannian distance
only. Thus, the construction of the distances plays a key role in the application
of our coupling approach. However, we now have a unified construction for the
distance p used for the three classes of processes discussed in the paper. Here, we
write down the answer for the case of diffusions in half line only.

C(u)

" os > f(u)e
o) = [ e [T pes pw) = lo@) - o)l
0 s a(u)
This construction of distances consists of the last part of the trilogy.

PART IV. RELATED RESULTS AND PROBLEMS.

The new results presented in Part I are particular ones of [10], [15] and [16].
Actually, in [16], we deal with the operator A + VV for some V € C?(M) on
manifolds (maybe non-compact) with Neumann boundary or without boundary.
In [15], we deal with self-adjoint elliptic operators in R%. Tt is not difficult to go to
the full line from the half line but in the higher dimensional case one needs more
work. Our new formulas are also meaningful for the gradient estimates, Dirichlet
eigenvalues, the mixed eigenvalues and much more others. The recent papers,
based on or tightly related to the coupling approach, are partially collected in the
references.

For a long period, the coupling method has been mainly used for the conver-
gence in the total variation which then deduces the study on success of couplings.
The impression in one’s mind is often that the coupling method is useful only if
it is successful and it can only provide us a rough estimate. However, from what
illustrated above, one sees how big change has been made recently. Actually, the
study of the spectral gap is only the most recent topic of various applications of
the coupling method. One may refer to [6], [7] and [34] for other applications. For
instance, the coupling by reflection is a good choice for the present purpose. But
when one looks for the order-preserving coupling, the march coupling is clearly
better than the previous one. A nice application of a geometric generalization of
the march coupling is given in [24] and [56]. Now, what coupling is the best one
for the order-preserving? For which, we now have only a partial answer (see [61]
for instance). Next, a fundamental problem for the couplings of time-continuous
Markov processes is the uniqueness (well-posed) one. For Markov chains (more
generally, for jump processes), this problem was solved completely (cf. [6; The-
orem 5.16, Theorem 5.17], [7] and [30]). For diffusions, the same conclusion is
conjectured to be true but only partial solution is known now. Finally, what is
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the optimal coupling for the weak convergence? How to construct “good” cou-
plings for semimartingales? These are only a few of questions we mention here
randomly. In conclusion, the theory of couplings is still too young. There is a lot
to be done and the subject should have a nice future.
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This is the first one of a series of three papers. They are partially surveys
on three aspects: 1) explaining the main ideas of our recent application of the
coupling method to the estimation of spectral gap, 2) introducing some more
recent progress on the study on some related topics, 3) collecting some open
problems for the further study. The technical details are often avoided in order
to keep the paper to be readable at the graduate level.

Let us begin with a summery of the papers. There are altogether six parts
which are divided into three papers, each of them contains two parts. In part 1,
we explain three main steps in our proof for estimating the spectral gap by using
the coupling method. In part 2, we explain two key difficulties of the proof and
explain how to overcome them. Some ideas are explored here for the first time. In
part 3, the above ideas are applied to the Laplacian on Riemannian manifolds. We
introduce one formula and four of its corollaries for the lower bound of the spectral
gap. The comparison with the known sharp estimates are also discussed. In part
4, we show the application of the above ideas to four typical eigenvalue problems
and some new results are reported. In part 5, we discuss six related topics. Some
open problems are proposed in Parts 3-5. Certainly, the problems depend on the
personal interest, they are either important or interesting enough. Some of them
may be rather easy. For these problems, a large number of related references are
also collected, but far away from being complete. In order to have a test of the
hard mathematics, in the last part, we present a new proof for computing the
logarithmic Sobolev constant in the nearly trivial case: 2 x 2 matrix.

The set of the papers are self-contained but it may be considered as a compan-
ion of the survey articles [1] and [2]. The background of the study, an introduction
to various couplings and a sketched analytic proof are presented in [1] and [2].

1 Three steps of the proof.

1.1 Choosing a Coupling
Let (b;) be the standard Brownian motion (abbrev. BM) in R% and let (z;) be
the solution to the stochastic differential equation (abbrev. SDE):

day = V2dby, To=T. (1.1)

The process corresponds to the operator A (half of it corresponds to the BM).
Certainly, we can define a process (y;) in the same way:

dy; = \@dbt, Yo =Y. (1-2)
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Now, because the processes (x;) and (y;) are defined on the same probability
space, we obtain a coupling, called the march coupling (:Ut,yt)[?’]. However, in
what follows, we will use another process (y;) which is defined by

dyy = \/§H($t7yt)dbt; Yo=1Y, (1-3)

where H(x,y) = I —2(z —y)(x —y)*/|]z — y|?>. Note that H(z,y) has no meaning
when x = y, so the process (y;) given in (1.3) is meaningful only up to the coupling
time T := inf{t > 0 : xy = y;}. Starting from the time 7', we define y; = z;. We
have thus constructed a process (y;). Clearly, this (y;) strongly depends on (z4).
Of course, the solutions of Eq.(1.2) and Eq.(1.3) are different, but they do have
the same distribution, due to the invariance of orthogonal transform of BM and
the fact that H(z,y) is a reflection matrix. The last couple (z¢,y;) is called the
coupling by reflection!*-13].

Intuitively, the construction of (y;) can be completed in two steps: Let y # x.

(1) Parallelly transport x; from = to y along the line (z,y).

(2) Make the mirror reflection of the transported image of z; in the hyperplane

which is perpendicular to the line (x,y) at y.

Then, the mirror image gives us the process (y;).

For the diffusion (x;) on manifold M with generator A, a process (y;) can be
constructed in a similar way. Roughly speaking, one simply replaces the phrase
“the line (z,y)” in the above construction by “the unique shortest geodesic 7
between x and y”. Certainly, there are some technical details and geometric
difficulty (the cutlocus for instance) in the construction!®6l,

The appearance of the coupling by reflection is a critical step in the develop-
ment of the coupling theory. For a long period, one knows mainly the classical
coupling, it is successful (i.e., P[T < oo] = 1) for BM in R? iff d = 113]. Thus,
one may have an impression that a process having a successful coupling ought to
be recurrent. But the coupling by reflection shows that the success can be much
weaker than the recurrence since this coupling is successful in any dimension[*[?].
The key point is that the strong dependence of (y;) on (z:) enable us to reduce
the higher dimensional case to dimension one.

1.2 Computing the Distance

Throughout the paper, we consider a connected Riemannian manifold M with
Ricys > K for some K € R. In the most cases, we consider here compact M
only. Denote by p the Riemannian distance on M. For the distance of the
coupled process (x,7;), the following formula was proved by Kendall (1986)°!
and Cranston (1991)16,

Ao ) =2v2dn + | [ Z VW ROV U0, W) e

t<T (1.4)

where W, i = 2,--- ,d are Jacobi fields along the unique shortest geodesic ~y
between x; and vy, U is the unit tangent vector to v and the integral in [-- -]
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is along ~. (b;) is a BM in R and (L;) is an increasing process with support
contained in {t > 0 : (x¢,y¢) € C}, C := {(z,y) : = is the cutlocus of y}. When
(z¢,y:) € C, the coefficient of dt is taken to be 0.

The formula is a finer version of the deterministic situation. The second term
on the right-hand side of (1.4) is more or less familiar and comes from the second
variation of arclength. The first and the last terms are new in the stochastic case.
Since the measure of cutlocus equals zero, the last term is not essential. Next,
because the mean of the first term is zero, it will be ignored once we make the
expectation as we will see soon in the next step. However, the condition “t < T”
is critical in order to avoid the singularity at ¢ = 7. This is the main place for
which the present proof is probabilistic.

To estimate p(x¢, y:), we need only to handle the second term on the right-hand
side of (1.4). By comparing M with a manifold with constant sectional curvature,
Cranston (1991)[] proved that when K < 0 the term is controlled by

24/ — — 1) tanh (pt 7 _Kl > pt = p(Tt, Y )- (1.5)

It was then proved by Chen and Wang (1993)!"] that the same conclusion remains
true when K > 0 and in which case, (1.5) can be rewritten as

—2y/K(d—-1) tan(é df—{lpt>'
Set
—2\/7—1tanh< d—Kl )
Then, we obtain
dp; < 2v2db; + v(p)dt — dL; < 2V2db; +y(pr)dt,  t<T.  (1.6)

Equivalently, piar — po < 2v/2 2 [, o dbs + [, AT ~v(ps)ds. Making expectation, we
get

tAT
E™Ypiar < po+E““”y/ v(ps)ds. (L.7)
0

In order to get an exponential rate, we need the condition
y(r) < —ar for some o > 0. (1.8)

When K > 0, since tané > 6 on [0, 7/2], we have o« = K. Under (1.8), we have

_ tAT _ tAT
IE“// v(ps)ds < —aEx7y/ psds
0 0

t
= —aE“’y/ psards
0

t
= —a/ E*Ypsards,
0
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since pigar = 0 for all ¢ > T. Combining this with (1.7), we obtain Em’ypt/\;p <
poe~t. Equivalently,

E*Yp; < poe” Y, t>0. (1.9)
This is the key estimate of our method.

1.3 Estimating \;

Let g be an eigenfunction of A\1: —Ag = Mg, g #const. Then E¥g(x;) =
g(z)e=*t for all t > 0. This gives us a relation between the A;, g and the process
(x¢). The same relation holds for (y;). Note that the coupling property gives us
E*¥g(x;) = Eg(z;). By (1.9), we have

e M g(x) — g(y)| = [Eg(zr) — EYg(yy)]
= ‘IE“’ [g(ﬁt) - g(?/t)] ‘
L(Q)Er’ypt
L(g)poe™
= L(g)p(z,y)e” ™,  t>0,

at

NN

where L(g) is the Lipschitz constant of g with respect to the distance p. Choosing a
sequence (z(™, y(™) so that g(z™,y™)/ p(z™,4™) = L(g), the last inequality
gives us immediately A\; > « and hence our proof is completed.

The last step is rather simple but may not be so easy to find out. This is
indeed a character of various applications of coupling method, once the idea is
understood, the proof often becomes quite straightforward.

2 Two Difficulties.

Roughly speaking, we have explained half of the first version of the paper by
Chen & Wang (1993)["). The problem is that the above arguments are still not
enough to obtain the sharp estimate. For instance, when K > 0, we get the lower
bound o« = K only as mentioned right after (1.8). The best we can get when
K > 0 is 8/D? rather than the sharp one 72/D?, where D is the diameter of the
compact manifold M. Even for the bound 8/D?, we still need to estimate E=yT
for which we are not going to discuss here.

We now return to analyze the proof discussed in the previous part. In the last
step, we need the Lipschitz property of g. Since the non-compact case can often
be reduced to the compact onel® and in the latter case, ¢ is smooth and hence the
Lipschitz property is automatic. Thus, in the whole proof, the key is the estimate
(1.9), for which we require not only a good coupling but also a good distance.
This is not surprising since the convergence rate is not a topological concept, it
certainly depends heavily on the choice of the distance. There is no reason why
the underlying Riemannian distance should be always a correct choice.

2.1 Optimal Markovian Coupling

The first question is how about the coupling used above. Is there an optimal
choice? This problem is quite hard and it was actually studied twice beforel3}[]
but unsolved. However, the aim for the optimality becomes clear now. That is
choosing coupling to make the rate « as bigger as possible, or in a slightly wider
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sense, to make Em’yp(xt,yt) as smaller as possible for all ¢ > 0 and for every
fixed pair (z,y) and fixed p. Because we are dealing with Markovian coupling,
we can use the language of coupling operators®l. Of course, one can translate the
discussions here in SDE. Note that under mild assumption, the last statement is
equivalent to that Ep(m, y) is as smaller as possible for every pair (z,y),  # y 1.
This leads to the definition of p-optimal coupling operator L:

Lp(z,y) = inf Lp(z,y), x#y

where L varies over all coupling operators.

Theorem 1['%, Consider the BM in R?. Then, the coupling by reflection is p-
optimal for every p having the form p(x,y) = f(|z — y|), where f € C?[0,00),
f(0)=0, f/>00n (0,00) and f” < 0.

The role of f(|x — y|) is reducing the higher-dimensional case to dimension
one. In order the p defined above be a distance, the first two conditions of f are
necessary and the third condition guarantees the triangle inequality.

The above theorem overcomes our first difficulty. That is a classification of
couplings. The story of Markovian coupling and the optimal Markovian couplings
was talked in [1] and [2] and hence is not repeated here. For more recent progress
on optimal couplings, refer to [8], [10]-[17]. For other recent progress on the
coupling theory, refer to [18]-[23].

The above result tells us that the coupling by reflection is already good enough
even for the BM on manifolds. Furthermore, it suggests us to use f o p instead
of the original Riemannian distance p. The construction of new distance is the
second main difficulty of the study and this consists of the context of the remainder
of this part.

2.2 Modification of Riemannian Distance

To illustrate the use of the above idea, assume that K > 0 and take p = sin %.
Since m < D, p is a distance. To computer dp;, apply the Itd’s formula plus a
comparison argument,

_ T TPy 1 . TP
dp; < — — - 2v/2db; — = - — - sin — - 8d¢t, t<T.
P 5 08 oy V2= 5 - g sin g 8 <
The first term is a martingale, denoted by M;. We then obtain
2

dp; < dM; — i

Dz Prdt

for all t < T. Repeating the proof given in the last part, we get

E*Ypy < po exp _ﬁt .

Thus, we obtain luckily A; > 72/D? which is optimal in the case of zero curvature.
By using the same function sin with a slight modifications (which come from some
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controlling equations of (1.6) with constant coefficients), we can obtain the other
two optimal lower bounds, as shown in the final version of [7; Theorem 1.6].
Finally, it is interesting to remark that 20/m < sinf < 6 on [0,7/2] and so the
distances p and p used above are actually equivalent. However, the resulting rates
are essentially different.

2.3 Redesignated Distances

Is there any other choice of the distance? The question is again easy to state
but not so easy to think. Indeed, we did not know for a long time where we
can start from. This problem becomes more serious when one goes to the non-
compact situation. Intuitively, those distance can not be good if with respect to it
the eigenfunction g is too far away from being Lipschitz. As usual, we are taught
by simple examples. Consider the diffusion on the half-line [0, 00) with operator
L = ad?/dz? — bd/dz for some constants a, b > 0. If one adopts the Euclidean
distance, then it gives nothing. So what distance should we take? Our goal is to
look at the eigenfunction of A\; = b?/4 (setting a = 1 without loss of generality):

g(x) = (1 — bx/2) exp[bz/2] € L*(n) \ L*(n).

This suggests us to construct a new distance p from the leading part of g: p(x,y) =
| exp[yx| — exp[yy]| for suitable v > 0. Surprisingly, it gives us the exact estimate
of A1 even though the eigenfunction g is still not Lipschitz with respect to this
distancel®. Furthermore, once ¢ being strictly monotone (it is indeed the case of
dimension one but the proof is rather technical®!l), we can always take |g(z)—g(y)|
as the distance we required. This provides us a way to construct and to classify
the distances according to different classes of elementary function g''h[24],

However, there is still a serious difficulty in the construction of the new dis-
tance since the eigenvalue A; and its eigenfunctions g are either known or unknown
simultaneously. To see this, consider another example on the half-line with oper-
ator L = a(x)d?/dz?. A beautiful estimate due to Kac and Krein (1958)1?% and
Kotani (1982)% says that

1<Su :U/OOdU)_1<)\ <(su x/OOdu>_1
4 90>I()] T a(u) SOES 90>I()] x CL(U) '

Now, in order to recover this estimate by using our method, according to what
discussed above, we have to know some information about the eigenfunction g.
Even in such a simple situation, it is still no hope to solve g from a(x) explicitly.
What can we do now? Once again, we examine the eigen-equation:

= Ag(u) du (since ¢'(0) = 0)

a(z)g’ = —\g <= g'(s) = /

S

a(u)
< g(z) = g(0) + /Ow ds /00 )\1?751;) du. (2.1)

a

What we have done is just rewriting the differential equation into the correspond-
ing integration equation. Is the last equation helpful? The answer is affirmative.
We now move step by step as follows.

(1) Regard \g as a new function f.
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(2) Regard the right-hand side of (2.1) as an approximation of the left-hand
side g.
(3) Ignore the constant g(0) on the right-hand side since we are interested
only in g(x) — g(y).
In other words, these considerations suggest us to take

g(x) = /O-’v ds /:o iEgdu (2.2)

as an approximation of g (up to a constant) and then take p(z,y) = |g(z) — g(y)|.
The function f used above is called a test function. A slight different explanation
of the construction goes as follows. Even though the equation (2.1) can not be
solved explicitly, but as usual we do have a successive approximation procedure.
Thus, one may regard (2.2) as the first step of the approximation and go further
step by step. However, the further approximations are not really useful since it
becomes on the one hand too complicated and on the other hand it is not as
effective as modifying the test function f directly.

Next, we consider the general operator on the half-line: L = a(x)d?/dz? +
b(x)d/dx. By standard ODE, it can be reduced to the above simple case. The
approximation function now becomes?4

o(r) = /0’" e_c<s)d8/:o Wdu, C(r) == /OTZ (2.3)

We have thus obtained a general construction of the mimic eigenfunctions
and furthermore of the required distances. It should be not surprised that the
reconstruction of the distances is a powerful tool in many situations. This will be
illustrated in the subsequent parts.

2.4 Optimizing the Distances

Before moving further, let us mention that an optimizing method of the dis-
tance induced from (2.3) as well as some comparison methods is developed in
Chen & Wang (1995)124. In short word, the condition “Lp(x,y) < —ap(z,y)
holds for all large enough p(x,y)” but not necessarily “for all x # y” (the latter
condition is equivalent to (1.9)) is enough to guarantee a positive lower bound of
A1

(Received March 29, 1997)
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This is the second one of a series of three papers. The ideas introduced in the
last paper are used to study the estimate of spectral gap and four classes of typ-
ical eigenvalue problems on manifolds. The comparison with the known optimal
estimates are given, some new progress is reported and some open problems are
proposed.

3 One formula and four corollaries.

Up to now, we have discussed only the construction of the mimic eigenfunctions
g in the case of half-line. But how to go to the whole line and further to R? and
manifold M? This seems quite difficult. However, the answer is still rather simple
once the idea was figured out. As we have seen from Part 1 of the first paper, the
coupling method reduces the higher-dimensional case to computing the distance
of the coupled process, and then the distance itself consists of a process valued in
the half-line [0, 00). We have thus returned to what treated in the last part.

Recall that
1 /| -K
~v(r) =2y/—K(d — 1) tanh <2 71 7‘>

and p; = p(x¢,y:). It is known from (1.6) in the first paper that

dp; < 2v/2db; 4+ ~(py)dt, t<T. (3.1)

The operator corresponding to (3.1) with equality is L = 4d?/dz? + v(z)d/dz on
[0, D] with absorbing boundary at 0 and reflecting boundary at D. This is indeed
simpler than what we discussed in the last part (a(xz) = 4). Redefine C(r) =
exp[$ [ 7(s)ds]. Then the approximation function defined by (2.3) becomes

g(r) = /0 " C(s)ds / " Cw fu)du,

up to a constant factor. Now the same proof as given in Part 1 of the first paper
implies rather easily the following result.

Theorem 2 (General formula)!.
4f(r)

sup inf — D )
fez re(0.D) [FC(s)~tds [ C(u)f(u)du
270

A2
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where .7 = {f € C[0,D]: f >0 on (0,D)}.
Even for the simplest function f = 1, (3.2) already provides us a non-trivial
lower bound which was obtained in [I; 7] (i.e., ref. [7] in the first paper of the

series) by a different proof. Next, set 8 = 7/(2D) and o = 271/|K|/(d — 1).
Applying the formula to the elementary test functions sin(5r), sin(ar), sin(fr)
and cosh' ™% (o) sin(fr) successively, we obtain the following corollaries.

Corollary 3!,

2 ™ 2
> — 1 == > .
A > D2+max{4d,1 W}K, K>0 (3.3)
K -
A@% 1—cos’(aD)} ', d>1, K>0 (3.4)
7T2 T
A (——1)K, K< .
1> 55+ (5 0 (3.5)
2

A %\/1 —2D?K/x* cosh!4(aD), d>1, K<0.  (3.6)

As was mentioned by Chen and Wang (1995)") (3.3) improves Zhong-Yang’s
estimatel?: \; > 72/D? (K > 0). (3.4) improves Lichnerowicz’s estimatel?l: \; >
dK/(d — 1) (K > 0). (3.5) improves Cai’s estimatel*: \; > 72/D? + K (K < 0),
while (3.6) improves Yang-Jia’s estimatel®h[6]: \; > g—z exp|—aD] (K <0).

We now make two additions.

1) The Lichnerowicz’s estimate was partially improved by Bérard, Besson and
Gallot (1985)1"! as follows:

/2

) >d{ 0 cos? 1 ¢dt
1 =
fOD/2 cosd—1 ¢dt

2/d
} , K=d—1>0.

In this case, in (3.4), our corollary says that

dK
d—

d

> =
AL > 1 —cos?(D/2)

{1- cosd(ozD)}71
The comparison of these two estimates goes as follows:

v 2 d 0 > 0
1 —cos?(D/2) fOD/2 cos?—1 ¢dt fOD/2 cos?d—1 tdt

d 77 cos?=1 tdt { /2 cosd=1 tdt }2/ a
>d .

The main idea used in the last quoted paper is the isoperimetric inequality plus
the Cheeger’s inequality (1970)[8]. This is one of the main two tools appearing
in the 1980’s, the other one is the Li-Yau’s gradient estimate method!®!. Since
then, both methods have a great number of applications including the discrete
situation[0- 1171

2) The general result obtained in [6] is as follows:

2 (d—1)x

16(1 + c0)D? (exp [\/(d — 1)x /4] — 1)27

A1 >
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where x = —KD? > 0 and ¢ € [0,1) depends on the bound of the eigenfunction.
Next, (3.6) implies that

2
)\1>%C08h1_d <; df >, d>2.
Then, the latter bound is greater than or equal to the former one for all d > 2,
even though cq is replaced by 0.

Note that the coefficients of the linear terms given in (3.3) and (3.5) are the
following 1 — % ~ 0.36 > %, 5 —1=057> % Due to the error produced from
the use of FKG-inequality, these coefficients are not sharp. We conjecture that
the first coefficient belongs to (1 —7/2,3/5) and the second one to (2/5,7/2 —1).

The next problem may not be of great importance but it has its own interest.

Problem 1. Determine the precise value of these coefficients.

For this problem, since we are looking for the lower bound independent of d,
and moreover, function 7(r) defined before (3.1) is increasing in d to —Kr, one
needs only to study (3.1) replacing v(p;) with —Kp;.

Finally, from the author’s knowledge, all the known optimal estimates concern-
ing the geometric quantities d, D and K only, are improved by one of (3.3)—(3.6),
except the one given by Chen (1994) (see ref.[10] in part (I)): Ay > TK(d —
1) tanh?(aD) sech?d (the factor tanh?(aD) was missed in the paper). However,
the last estimate is still covered by the general formula and it may be improved
by using some test function, but the work seems rather involved, and hence we
did not do it.

4 Four eigenvalue problems.
It is well known that there are mainly four classes of eigenvalue problems!*3:
(i) The closed eigenvalue,
(i) the Neumann eigenvalue,
(@) the Dirichlet eigenvalue, and

(7v) the mixed eigenvalue.

For the first two situations, we have A\g = 0 < A\; < A2 < --- (in compact case
for instance), that is, we have a trivial eigenvalue \g = 0. For the latter two
situations, we do not have the trivial one, and then we still denote by A\; the
first eigenvalue. Thus, the former two and the latter ones are essentially different.
The proof discussed above works for the first two cases, even for more general
operators L = A + VV for some V € C2(M)119]. Clearly, what we have done is
the estimate of the spectral gap A1 — A\g = A1. Thus, in the last two cases, we can
also ask the same question about the spectral gap Ao — A1.

In the Dirichlet case, the spectral gap Ay — A1 of Laplacian A coincides with
A1 of the Neumann eigenvalue of operator L = A + 2V logu;, where u; is the
eigenfunction of the Dirichlet eigenvalue A\; for Al'8l. Therefore, the study of the
Dirichlet spectral gap Ao — A1 of Laplacian A can be essentially reduced to what
treated above, and hence we also have a general formula for the lower bound of
Ao — A1. Of course, since the function u; is not explicitly known, more efforts are
needed in order to obtain some explicit lower bound of Ay — A\;. See Wang (1996)!

IWang, F. Y., Estimates of the gap between the first two Dirichlet eigenvalues, 1996, preprint.
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for details. Nevertheless, due to the advantage of our new approach, much more
new results are deduced for this topic.

We would like to make some remarks here for the Dirichlet eigenvalue (called
D-problem for short). Similarly, we have N-problem. It is interesting to note that
in history the most of the papers in this field are devoted to the D-problem rather
than the N-problem. The main reason is that the D-problem is equivalent to the
maximum principle (see ref. [20] and the references within). Let B(p,n) be the
ball centered at p with radius n. It is well known (go back to Barta (1937)(2%)
that

A1 = sup inf (=Lf)/f,
f B(pn)

where f varies over all C?(B(p,n)) functions with floBpn) = 0 and f > 0 on
B(p,n). In other words, we do have a variational formula for the lower bound for
the D-problem. Note that the maximum principle is a powerful tool in PDE. It
should not be surprised that one can do a lot for the D-problem. However, this
formula does not work for the N-problem (or the closed eigenvalue problem). The
reason is simply that the eigenfunction g in the Neumann case must cross zero
and so is Lg (because the mean of g equals zero). Hence, there is a singularity of
(—Lg)/g around the point which makes serious difficulty when the eigenfunction
g is replaced by its perturbation f. Traditionally, one transfers the N-problem to
the D-problem. This explains the reason why one often thinks that the N-problem
is more difficult than the D-problem. It seems that the N-problem is also more
difficult than the closed problem. For instance, for the Neumann eigenvalue A\
with convex boundary, the best known lower bound is the Lichnerowicz’s estimate
obtained by Escobar (1990)[21] in the case of K > 0, and up to now we have not
seen from literature a proof about “\; > 72/D? for general K > 0. The known
estimates of Aq for the N-problem in the case of K < 0 are all less than the known
estimates for the closed eigenvalue!®1%1722] However, as we mentioned above,
Theorem 2 and Corollary 3 are all suitable for the Neumann eigenvalue A; with
convex boundary. These discussions also show that the use of coupling enables us
to avoid the singularity, just as mentioned above. The degeneracy of the coupled
process appears at time T only, and before time 7', the process is quite regular.
This is somehow similar to the D-problem for which the degeneracy appears at
the boundary only. In other words, the coupling method plays a substitute role
in our proof as the maximum principle played for the D-problem.

For the D-problem, we do not need coupling. Instead, one considers the exit
time Tp(p ) := inf{t > 0:x; # B(p,n)} of the BM[3:24 | Nevertheless, our ap-
proximation of the eigenfunction is still helpful here. For instance, Wang (1996)2
proves the following result.

Theorem 4. Suppose that p is a pole. Let v € C[0,n) such that Lp(p,x) >
Y(p(p, x)) for all z # p and set C(z) = exp | f; v(u)du]. Then

. fr)
)\1 (B(p, TL)) 2 fescu[gn] re[Ofn] frn C(S)_lds fos f(u)C(u)dU

2Wang, F. Y., Positivity of the principle eigenvalue on Riemannian manifolds, 1996, preprint
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Certainly, for Schrodinger operator, the problem is similar to the D-problem.

Problem 2. Study the lower bound of A; and Ay — Ay for the mixed eigenvalue
problem.

As an example, as mentioned by Chen and Wang (1995)11), (3.2) is also the
lower bound of \; for a diffusion on [0, D] with Dirichlet boundary at the left-end
point and with Neumann boundary at the right-end point.

It is the position to mention the following open problem.

Problem 3. Prove the general formula (3.2) by using geometric-analysis.

This is a valuable work. Once such a proof could exist, one would adopt more
geometric tools, avoid some restriction of the probabilistic limitation, and go to
more general situation.

Next, can the formula still be improved? For this, we reexamine again the
proof given in Part 1 of the first paper: recall our key condition (1.9):

E™Y f o p(as,y:) < f o pla, y) exp[—Ai1]

for all x # y. This is equivalent to that

Efop(ﬂﬁ,y) < _Alfop(xvy)

for all z # y. In other words,

1) f o p is super-harmonic of L+ A

Before moving further, let us make some remarks on condition 1). Of course,
one may express this condition in terms of SDE. Note that the eigenvalue Ay of
L must be an eigenvalue of the coupling operator L. We often take fop(x,y)
to be |g(z) — g(y)| (in dimension one for instance) for an eigenfuction g of A; of
L but this is not necessary, it is stronger than condition 1). Moreover, it is also
not completely necessary that f o p is a distance even though it is in all of our
practice.

Next, in the second step of the proof, for computing p(x¢,y:), the original
manifold is compared with the following:

2) M has constant sectional curvature.

If one of the above conditions does not hold, then our formula may not be
sharp. A particular example is M = SO(n). Refer to Wang (1996)[2°]. Thus,
there are some possibilities to improve the formula and there indeed may be
several different formulas if one makes some restriction on the manifolds or uses
more geometric quantities.

Problem 4. Can one extend the formula by including the volume of M/[26:27],

Problem 5. Can one relax the condition “Ricy; > K" by “Ricys(z) > K(p(x))",
where p(z) = p(p, x)? 281291,
Recall that in higher-dimensional case, there are usually a lot of symmetries.

Problem 6. How to describe and represent the geometric symmetry in the for-
mula?

We will return the last topic in the next part (Theorem 5). It is worthy to
work on some restrictive Riemannian manifolds. For instance, the well-known
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Selberg’s conjecture (1965) “A; > 1/4” is in dimension two. A very important
particular case is the complex manifolds which have more topological structure
and are more close to physics.

Problem 7. Study the estimate of \; for complex manifolds [39)-[34],
It is believed that the coupling method should be useful for this and the next
five problems.

Problem 8. Study the estimate of \; for algebraic varieties or sub-manifolds!3>:[36]

It is clear that we now have a chance to reexamine the spectral theory and so
one may ask many questions. For instance, the non-linear PDEs are very popular
now. Our idea works for the following non-linear case: Af = —\ F(f), where F’
is a Lipschitz function (see Lu (1993)B7). In view of refs. [38] and [39], it seems
possible to study the following

Problem 9. Study the estimate of Ay for the operator A® for some real a > 0.

Up to now, we have discussed only the 0-form. To go to the higher-order
differential forms, the known mathematical tools are very limited and so are the
results!’®l. For instance, the Harnack inequality does not hold in this context.
Since our new method does not use the inequality, it gives us a light to

Problem 10. Study the estimate of \; for differential forms. Refer to [13, 40-42]
and Lu (1994)3

Most of the problems are meaningful for diffusions in R? and they become even
harder in the latter case, due to the variant coefficient of the second-order term.
In the past ten years or so, a large number of papers are devoted to study A\;
for Markov chains. For which, the geometric tools (the Cheeger’s inequality, the
isoperimetric inequality, the Harnack inequality, the Nash inequality and so on)
have played a critical role. Refer to refs. [16, 43-59] and Pan and Ycart (1995)%.
Our new method works well also for the discrete situation, as illustrated in Chen
refs. [10, 11] in part (I). It is the time to study more carefully the following
problem.

Problem 11. Estimate Ay for Markov chains on graphs or for finite groups.
Recall that our main estimate comes from

E™Yp(xe, 1) < pla,y)e™ ™

for all £ > 0 and = # y which is usually stronger than what we need for estimating
A1, since it indeed implies an ergodic property with respect to the distance p with
exponential rate a.. For this estimate, the process should be neither reversible nor
time-homogeneous. So the same technique is meaningful for the following

Problem 12. Study the exponential convergence rate for irreversible or time-
inhomogeneous Markov processes. Refer to [60], Chen et al (1996)° and Granovski

3Lu, Y. G., Estimate of the first non-zero eigenvalue of Laplace-de Rahm and the Laplace-
Beltrami operators, 1994, preprint

4Pan, Y. Y., Ycart, B., Gaps asymptotiques de générateurs de Markov perturbés, 1995,
preprint

5Chen, Z. Q., Hu, Y. Z., Qian, Z. M., Zheng, W. A., Estimates on distance between two
diffusion semigroups of uniformly elliptic divergence form operators, 1996, preprint



276

MU-FA CHEN

and Zeifman (1996)°.
(Received March 29, 1997)

10.

11.

12.

13.
14.

15.
16.

17.

18.

19.

20.

21.

22.

REFERENCES

. Chen, M. F., Wang, F. Y., General formula for lower bound of the first eigenvalue on Rie-

mannian manifolds, Sci. Sin., 1997, 27(1): 34 (Chinese Edition); 1997, 40(4): 384(English
Edition).

. Zhong, J. Q., Yang, H. C., Estimates of the first eigenvalue of a compact Riemannian

manifolds, Sci. Sin., 1984, 27(12): 1251.

. Lichnerowicz, A., Geometrie des Groupes des Transformationes, Dunod, Paris, 1958.
. Cai, K. R., Estimate on lower bound of the first eigenvalue of a compact Riemannian

manifold, Chin. Ann. of Math., 1991, 12(B)(3): 267.

. Yang, H. C., Estimate of the first eigenvalue of a compact Riemannian manifold with Ricci

curvature bounded below by a negative constant, Sci. Sin., (In Chinese), 1989, (A)32(7):
689.

. Jia, F., Estimate of the first eigenvalue of a compact Riemannian manifold with Ricci

curvature bounded below by a negative constant (In Chinese), Chin. Ann. Math., 1991,
12(A)(4): 496.

. Bérard, P. H., Besson, G., Gallot, S., Sur une inéqualité isopérimétrique qui généralise celle

de Paul Lévy-Gromov, Invent. Math., 1985, 80: 295.

. Cheeger, J., A lower bound for the smallest eigenvalue of the Laplacian, Problems in

analysis, a symposium in honor of S. Bochner, 195-199, Princeton U. Press, Princeton,
1970.

. Li, P., Yau, S. T., Estimates of eigenvalue of a compact Riemannian manifold, Ann. Math.

Soc. Proc. Symp. Pure Math., 1980, 36: 205.

Bakry, D., Ledoux, M., Lévy-Gromov’s isoperimetric inequality for an infinite dimensional
diffusion generator, Invent. Math., 1996, 123: 259.

Bérard, P. H., Spectral Geometry: Direct and Inverse Problem, LNM. vol. 1207, 1986
Springer-Verlag.

Bobkov, S.; A functional form of the isoperimetric inequality for the Gaussian measure, J.
Funct. Anal., 1996, 135(1): 39.

Chavel, 1., Eigenvalues in Riemannian Geometry, Academic Press, 1984.

Ledoux, M., Isoperimetry and Gaussian Analysis, Ecole d’été de Probabilités de Saint-
Flour 1994, to appear.

Li, P., Lecture Notes on Geometric Analysis, Seoul National Univ. Korea 1993.
Saloff-Coste, L., Lectures on Finite Markov Chains, Ecole d’été de Probabilités de Saint-
Flour 1996, to appear.

Yau, S.T., Schoen, R., Differential Geometry, Science Press (in Chinese), Beijing, China
1988.

Singer, M., Wong, B., Yau, S. T., Yau, S. S. T., An estimate of the gap of the first two
eigenvalues in the Schrodinger operator, Ann. Scuola Norm. Sup. Pisa, 1985, Series IV,
Volume XI[(2): 319.

Wang, F. Y., Application of coupling method to the Neumann eigenvalue problem, Prob.
Th. Rel. Fields, 1994, 98: 299.

Berestycki, H., Nirenberg, L., Varadhan, S. R. S.; The principal eigenvalue and maximum
principle for second-order elliptic operators in general domains, Comm. Pure and Appl.,
1994, XLVI: 47.

Escobar, J. F., Uniqueness theorems on conformal deformation of metrics, Sobolev inequal-
ities, and an eigenvalue estimate, Comm. Pure and Appl. Math., 1990, XLII: 857.

Chen, R., Neumann eigenvalue estimate on a compact Riemannian manifold, Proc. Amer.
Math. Soc., 1990, 108(4): 961.

6Granovski, B. L., Zeifman, A. I., The decay function of nonhomogeneous birth-death pro-
cesses, with application to mean-field models, 1996, preprint



23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.
38.

39.

40.

41.

42.

43.
44.

45.

46.

47.

48.

49.

50.

COUPLING, SPECTRAL GAP AND RELATED TOPICS (1) 277

Wang, F. Y., Estimate of the first Dirichlet eigenvalue by using the diffusion processes,
Prob. Th. Rel. Fields, 1994, 101: 363.

Wang, F. Y., A Probabilistic approach to the first Dirichlet eigenvalue on non-compact
Riemannian manifold, Acta Math. Sin. New Ser., 1997, 13(1): 116.

Wang, F. Y., Estimation of the first eigenvalue and the lattice Yang-Mills fields, Chin. J.
Math. (In Chinese), 1996, 17A(2): 147; Chin. J. Contem. Math. (In English), 1996, 17(2):
119.

Buser, P., Colbois, B., Dodziuk, J., Tubes and eigenvalues for negatively curved manifolds,
J. Geom. Anal., 1993, 3(1): 1.

Tonno, S., The first eigenvalue of the Laplacian on spheres, Téhoku Math. J., 1979, 31:
179.

Li, P., Tam, L. F., Harmonic functions and the structure of complete manifolds, J. Diff.
Geom., 1992, 35: 359.

Wang, X. H., Bounded harmonic functions on a class of complete Riemannian manifolds,
Acta Math. Sin. (In Chinese) 1995, 38(2): 171.

Baum, H., Eigenvalue estimates for Dirac operators coupled to instantons, Annals of Global
Anal. Geom., 1994, 12: 193.

Kirchberg, K. D., Compact six-dimensional Kdahler spin manifolds of positive scalar cur-
vature with the smallest possible first eigenvalue of the Dirac operator, Math. Ann., 1988,
282: 157.

Kirchberg, K. D., The first eigenvalue of the Dirac operator on Kahler manifolds, J. Geom.
Phys., 1990, 7(4): 449.

Lu, K. P., The (0,1) heat form of B™ and its application, Acta Math. Sin. (In Chinese),
1994, 37(2): 160.

Lu, K. P., The heat kernel of unitary group and its application, Acta Math. Sin. (In
Chinese), 1994, 37(6): 744.

Li, P., Tian, G., On the heat kernel of the Bergmann metric on algebraic varieties, J.
Amer. Math. Soc., 1995, 8(4): 857.

Li, P., Schoen, R., LP and mean value properties of subharmonic functions on Riemannian
manifolds, Acta Math., 1984, 153: 279.

Lu, Y. G., An estimate on non-zero eigenvalues of Laplacian in non-linear version, 1996.
Hoh, W., The martingale problem for a class of pseudo differential operators, Math. Ann.,
1994, 300: 121.

Hoh, W., Pseudo differential operators with negative definite symbols and the martingale
problem, Stochastics and Stoch. Reports, 1995, 55: 225.

Asada, S., Notes of eigenvalues of Laplacian acting on p-forms, Hokkaido Math. J., 1979,
8: 220.

Asada,S., Onthefirst eigenvalue ofthe Laplacian acting on p-forms, Hokkaido Math. J.,
1980, 9: 112.

Tonno, S., The spectrum of the Laplacian for 1-forms, Proc. Amer. Math. Soc., 1974,
45(1): 125.

Chung, F. R. K., Spectral Graph Theory, CBMS Lecture Notes 1996, AMS Publ.

Chung, F. R. K., Yau, S. T., A Harnack inequality for homogeneous graphs and subgraphs,
Comm. Anal. Geom., 1994, 2: 628.

Chung, F. R. K., Yau, S. T., Logarithmic Harnack inequality, Math. Research Letters,
1997.

Chung, F. R. K., Graham, R. L., Yau, S. T., On sampling with Markov chains, Random
Structures and Algorithm, 1996, 9: 55.

Chung, F. R. K., Graham, R. L., Yau, S. T., Eigenvalues and diameters for manifolds and
graphs, Advances, 1997.

Diaconis, P., Saloff-Coste, L., Comparison theorems for reversible Markov chains, Ann.
Appl. Prob., 1993, 3(3): 696.

Diaconis, P., Saloff-Coste, L., Nash inequality for finite Markov chains, J. Theor. Prob.,
1996, 459-510.

Diaconis, P., Saloff-Coste, L., Logarithmic Sobolev inequality for finite Markov chains,
Ann. Appl. Prob., 1996.



278

51

52.

53.

54.

55.

56.

57.
58.

59.

60.

MU-FA CHEN

Diaconis, P., Stroock , D. W., Geometric bounds for eigenvalues of Markov chains, Ann.
Appl. Prob., 1991, 1(1): 36.

Ingrassia, S., On the rate of convergence of the metropolis algorithm and Gibbs sampler
by geometric bounds, Ann. Appl. Prob., 1994, 4(2): 347.

Jerrum, M. R., Sinclair, A. J., Approximating the permanent, STAM J. Comput., 19889,
18: 1149.

Lawler, G. F., Sokal, A. D., Bounds on the L2 spectrum for Markov chain and Markov
processes: a generalization of Cheeger’s inequality, Trans. Amer. Math. Soc., 1988, 309:
557.

Sullivan, W. G., The L? spectral gap of certain positive recurrent Markov chains and jump
processes, Z. Wahrs., 1994, 67: 387.

Thomas, L. E., Bound on the mass gap for finite volume stochastic Ising models at low
temperature, Comm. Math. Phys., 1989, 126: 1.

Stong, R., Eigenvalues of random walks on groups, Ann. Prob., 1995, 23(4): 1961.
Sinclair, A. J., Jerrum, M. R., Approximate counting, uniform generation, and rapidly
mixing Markov chains, Inform. and Comput., 1989, 82: 93.

Coulhon, T., Grigor’yan, A., On-diagonal lower bounds for heat kernels and Markov chains,
Duke Univ. Math. J., 1997.

Chen, M. F., On ergodic region of Schlégl’s model, in Dirichlet Forms and Stoch. Proc.
(Eds. Ma, Z. M., Rockner, M., Yan, J. A., Walter de Gruyter, 1995, 87.

Acknowledgement Research supported in part by National Natural Science
Foundation of China (Grant No. 19631060), Qiu Shi Science and Technology
Foundation and the State Education Commission of China.



Chin. Sci. Bulletin, 1997, 42:18, 1497-1505.

Coupling, spectral gap and related topics (1)

CHEN Mufa
Department of Mathematics, Beijing Normal University, Beijing 100875, China

Keywords: Diffusions, manifold, Markov chains, spectral gap, cou-
plings.

This is the last one of a series of three papers. Here, we discuss six topics
related to the spectral gap: the gradient estimate, the heat kernel and Harnack
inequality, the logarithmic Sobolev inequality, the convergence in total variation,
the algebraic convergence and the infinite-dimensional case. The perturbation of
spectral gap and the logarithmic Sobolev constant under a linear transform is
given (Theorem 5). A new proof for computing the logarithmic Sobolev constant
in a basic case is also presented (Theorem 7).

5 Related topics.

5.1 Gradient estimate

This is the core of the Li-Yau’s method!™ % 7] (i.e., refs. [9] and [17] in the
second paper of the series) for the estimation of A;. The coupling method does
not need but can also be used to study the gradient estimate. There are different
kinds of gradient estimate and the one we are talking is as follows: |Vu(z)| <
const.||u|loo. Refer to [1] and [2] and references within. Here are two remarks. In
the former paper, in the definition of the function C(r), the constant \/k(d — 1)

can be replaced by
1 k
-1 hi-= .
Vk(d—1) tan (2\/d_1s>

In the latter paper, one may obtain some new estimates by using the different
distances as illustrated in Chen and Wang (1995) [ 24,

5.2 Heat kernel and Harnack inequality

The well-known probabilistic proof of the Atiyah-Singer Index theorem depends
on the short-time behavior of the heat kernel. From this, one sees the importance
of the study on this topic. Even though these topics are well developed in geometry
but it is still possible to make some addition. See Wang (1996). In the last paper,
some probabilistic idea is adopted.

Combining these with what talked in the last two parts, one sees that a consid-
erable progress has been made recently in the study of spectral theory in geometry
and analysis. Compare with the books [I; 11, 13, 15, 17].

5.3 Logarithmic Sobolev inequality

IWang, F. Y., Sharp explicit lower bounds of heat kernels, 1996, preprint
279
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Consider the operator L = A + VV and set dm = ¢V dz. Then the inequality
means that

f? 2 2
f?log dr < — |V f|°dm, (5.1)
/M I1F11? aJu
where || - || denotes the L?-norm in L?(r). The largest constant « is called the

logarithmic Sobolev constant. It is well known that A\; > «, which explains the
relation between A\, and . Comparing (5.1) with the classical Sobolev inequality
in R%:
dq

p - d _ q7
we see that the former one contains the logarithmic factor more. This makes a
serious difficulty. Note that the inequality is meaningful if one replace M with a
general space and with a probability measure 7 on it (see the next part for more
details). The main advantage of the inequality, in contrast to (5.2), is that it does
not depend on the dimension of the space and hence it has become one of the
main tools in the study of infinite-dimensional situation!®4.

For compact manifolds with V' = 0, a nice result due to Deuschel and Stroock
(1990)P°! says that

o (5.2)

1f1lp < = IV £llg; q <d,

A1 3\ + Kd

a}max{ ¥ + K, 112 }

which is sharp for the unit spheres. Combining this with Theorem 2, we get a
general formula for the lower bound of a. Moreover, for non-compact manifolds
or for general elliptic operators, we now have rather complete results for (5.1).
See refs. [6], [7] and Wang (1996)? and references within. For Markov chains,
the inequality is much difficult to handle. Even in the nearly trivial case that
M = {0,1}, it is still a non-trivial work to determine the optimal constant «
(see Theorem 7 in the next part). One may refer to the recent papers [II; 50, 45]
for the study on finite Markov chains. However, nearly nothing is known for the
following question.

Problem 13. When (5.1) holds for infinite Markov chains (with unbounded
rates)?

To illustrate the role played by the geometric symmetry, we now discuss the
perturbation of A\; and « under a linear transform.

Theorem 5. Consider the operators L = A + VYV and L=A+VV for some
V € C*(R?) and V(z) = V(Mz) with det M # 0. Denote by A\; and A; the
corresponding first eigenvalues respectively. Then we have

)\min(MM*))\l < 5\1 < )\max(MM*))\la

where A\ ax(A) denotes the_maximal eigenvalue of a symmetric matrix A. The same
conclusion holds if Ay and Ay are replaced by the logarithmic Sobolev constants «
and & respectively.

2Wang, F. Y., Logarithmic Sobolev inequalities on noncompact Riemannian manifolds, 1996,
preprint
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Proof. a) Set dm = Z7'eVdx and d7t = 7_1evdx, where Z and Z are normalizing
constants. Define g(z) = f(Mz). Then

7(7) ::/gdﬂ:O(z)/f(Mx)eV(Mw)dx:0<:>/fd7r = 7(f) =0.

- 1
= V — M 2 V(Mx)d _ / 2 Vd )
/g /f( x)e x et 1] ffeVdx

Thus, g € L?(7) < f € L?(w). Next, (Vg)(z) = (M*Vf)(Mz) and

Vg (z) = (M*V f,M*V f)(Mz) = (MM*V f,V f)(Mz).
Hence,

i ‘V§|2€Vd$
ngede

[ I £ P (Ma)e? (9 d
[ f(Mz)2eV(Mz)dy
[V f2eYdx
[ f2eVde

< Amax (M M)

< Amax (M M)

This proves that A\; < Amax(MM*)A;. The proof for the opposite inequality is
similar.
b) Note that

Z=[e"de= [ " Mr)gq 5.3
/6 v / \detM\ |detM| (5:3)

We have
Z/g2 log§2d7_r—Z/g2d7_Tlog/§2d7_r
= / 7*log g?e dz — / §2€de<log / ngde_logz>

—/f(Mx)Qlogf(Mx)%V(Mw)dx
—/f(Mx)2eV(Mm)dx<log/f(M:z:)2eV(M"’”)dx—logZ)
—/f2evdx<log/fzevdx—log]detM]—logZ)}
]detM! {/f2 log f2dn

/fzdw<log/f2d7r+logZlog]detM]logZ>]

= ]detZ]\/[][/fQ longdW—/dewlog/deW} (5.4)
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On the other hand,
/ IVg|2eV @ da = / (MM*V £,V ) (Mz)e” M) 4z
Z
= ——— [ |MVf*d 5.5
T | MV (55)

Now, the second assertion of the theorem follows from (5.4) and (5.5). O

Part (1) of the corollary below answers a question proposed to the author by
Yu. G. Kondratiev. Part (2) below improves [I; 24: Example 4.12]. One may
extend [6; Corollary 1.6] in a similar way.

Corollary 6. (1) Take M = U/m for some orthogonal matrix U and constant
m >0, then Ay = \;/m? and & = a/m?, independent of d.
(2) Take V(z) = —|z|?/2. Then A\; = & = A\uin (M M*).

Proof. Assertion (1) follows from Theorem 5 directly. We now prove assertion
(2).

a) It follows from (1) that A; and « are invariant under an orthogonal transform
and hence we may assume that V(z) = —Zle m;z?/2, where (m;) are the
eigenvalues of M M*.

b) Now, since the components (x;) are separated, we reduce the higher-dimen-
sional case to dimension one (by additivity theorem [8; Theorem 2.6] and [4;
Theorem 2.3]). That is, the A; here equals the minimum of the A\;’s of the one-
dimensional processes. The same conclusion holds for .

c) Finally, since \; = a = 1, as another application of (1), we get \; = @ =
min; m; = Apin(MM*). O

5.4 Convergence in total variation

Recall that the total variation distance of two probabilities ¢ and v on a mea-
surable space (E, &) is defined by ||pt — v||var = 25up 4 |11(A) —v(A)|. Based on
the coupling inequality!®!:

1Py — 7[var < 2P[T" < o],
where 7 is the stationary measure of the process P(t,x,dy), the most traditional

topic in the study of coupling is the convergence in total variation[®-[1%, We are
now interested in the exponential rate of this convergence. That is

[Py — 7 |lvar < C(N)6_6t7 t=20
for some constants C(u) > 0 and € > 0 (11 At the first look, this rate £, may

be rather different from the spectral gap A\; since the latter describes another (i.e.,
L?-) exponential convergencel®!:[12);

1Pf = m(AI < If =a()lle™™  t>0. (5.6)
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However, we have proved that in many cases, enax = A1 and so our results
provide automatically some general formula for the lower bound of ey.c. See
Wang (1996)3 and Chen (1996)*.

5.5 Algebraic convergence
A weaker convergence than (5.6) is the algebraic one:

1Pf = (NI <VH/, >0, (5.7)

where v > 0 and V is a positive (may be infinity) functional on L?(r). There are
several papers devoted to this topic, see for instance Liggett!'®) and Deuschel*®.
From these papers, we learnt that the Lipschitz property of the semigroup with
respect to some distance (not necessarily the Euclidean one) plays a critical role.
On the other hand, as pointed in Chen (1994)!5 19 the last property can be implied
naturally by using the coupling method. Thus, one expects a further development
on this topic.

Problem 14. Study the algebraic convergence for diffusions or for Markov chains.

5.6 Infinite-dimensional case

For infinite-dimensional situation, there are much more open problems. A large
part of the study on mathematical physics concerns with the spectral theory. For
instance, the main open problem in the study on loop space is to prove the
existence or non-existence of the spectral gap!!”19, My own interest in the field
comes from the study on interacting particle systems. Here we discuss a standard
model—the Ising model. For this, we need a little notations.

a) State space. FE = {—1,+1}Zd, endowed with the product topology. On
which the set of probability measures is denote by &(FE).

b) Cylindrical functions. Denoted by Cyl (E) the set of functions depending
on only finite number of coordinates u € Z¢.

c) Speed functions. c(u,x) = exp [—521};\1,_14:1 xuxv], r=(zr,:ucZdc
E, where || is the usual Euclidean distance in Z% and 3 > 0 is called the
inverse temperature.

d) Operator. Qf(z) = 3, czac(w,2)[f(uz) — f(z)] defined on Cyl(E),
where ,x € FE is the flip of z € E at the site u: (yx), = —x, if u = v and
otherwise = x,,.

Let A1(8) denote the first eigenvalue of Q2. We are interested in a recent program
for describing the phase transitions:

In the higher-dimensional case (d > 2), A\;(5) decreases from positive to
zero as decreasing the temperature.

For the Ising model, the conclusion is proved by several authors. Refer to [20]-[23]
and [I[; 56]. See also [5], [24]-[31], [I; 25] and Bertini & Zegarlinski (1996)3- 6 for
related study.

3Wang, Y. Z., Convergence rate in total variation for diffusion processes, 1996, preprint

4Chen, M. F., Estimate of exponential convergence rate in total variation by spectral gap,
1996, preprint

5Bertini, L., Zegarlinski, B., Coercive inequality for Gibbs measures, 1996, preprint

6Bertini, L., Zegarlinski, B., Coercive inequality for Kawasaki dynamics: the product case,
1996, preprint
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Problem 15. Prove the above result by using the coupling method.
A more traditional way to describe the phase transitions goes as follows. We
say that m € Z(F) is reversible if

/ fQgdr = / gQfdm, fig € Cyl(E). (5.8)
E E

Equivalently,
/Ew(dx)c(u,x) [f(uz) — f(2)] =0, feCyl(E), ucZ? (5.9)

(cf. [10; Lemma 11.8 (1)]). The reversible measure 7 coincides with the Gibbs state
in physics. The set of Gibbs states is denoted by ¥, its cadinality is denoted by
|95|. Now, a famous result (cf. [32] or [10] for instance) says that we have |¥43| = 1

when d = 1 and for d > 2, there exists ﬁgd) € (0,00) such that

G| = 1, if g < B
G| > 1, it 8> LY.

In other words, the existence of phase transitions is equivalent to that Eq. (5.9)
has multi-solutions 7. There is also a variational principle: the Gibbs state min-
imizes the relative entropy (see ref. [32; Theorem 15.39]). Of course, one can
replace the spin space {—1,+1} by general manifold and replace Q by differential
operators. For which we still have (5.8) and the variational principle.

When |43| = 1, we are in the ergodic region. One then expects an exponential
ergodicity and hence A\;(3) > 0. When |¥3| > 1, the system is not ergodic and so
A1(B) = 0. This explains the meaning of the program mentioned above.

6 Appendix: Logarithmic Sobolev constant.

The main purpose of the appendix is to compute the exact logarithmic Sobolev
constant « in the simplest case that £ = {0,1}. Even though the proof here is
rather elementary but it is worthy to be presented here since on the one hand
the new proof is considerably simpler than the original onel™ % and on the other
hand this particular case is a key to deduce a non-trivial lower bound of « for any
finite Markov chains 501,

First, we recall some general facts. Let m be a probability measure on a
measurable state space (E,&) and (P;);>0 be a semigroup of a Markov process
with Dirichlet form (D, 2(D)). For L = A 4+ VV on M, the Dirichlet form is
D(f,f) = [, IVf]Pdr (d7 = eVdz/Z) with Z(D) D the set of all smooth func-
tions with compact support. For countable E, we have a -matrix @ = (g;;), the
corresponding Dirichlet form is D(f, f) = %ZmeE miqi; (fi — f;)? with domain
P(D) = {f € L3(n) : D(f,f) < oo}. Then, the logarithmic Sobolev inequality
means that

o8 i< 2op. seaw) (6.1
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Noticing that D(|f],|f]) < D(f, f), one may assume in (6.1) that f > 0. Then,
we can rewrite f2/||f]|* as du/dn for a probability measure pu. Thus, (6.1) is
equivalent to

2
The relative entropy < — The Donsker-Varadhan entropy.
o

(/}huogd“ (V/d“vﬁhi> (6.2)

When p £ 7, both sides of (6.2) are defined to be co. Refer to [10; (9.14)] for
instance. The next result is due to Diaconis and Saloff-Coste (1996)M: 50,

Theorem 7. Let § € (0,1/2]. Consider the Markov chain on {0,1} with Q-

That is,

matrix 1_99’ 091>. Then the logarithmic Sobolev constant is equal to a =
04(9) = W When 0 =35, = egrlll/2a(9) =1.

Proof. a) Note that mp = 1 — 6 and m; = 0. Take pp = = and u3 = 1 — z,
€ [0,1]. Set h(8) = (1 —260)"11log(1/6 — 1). On the other hand, the Donsker-

Varadhan entropy equals (\/ x0 — /(1 —x)(1 — ) [10; Corollary 8.18], the
result is due to Chen and Lu (1991)133]), Wthh can be deduced directly by using
the Dirichlet form for countable state space E. Thus, we need only to show that

0)(Vah — /(1 —2)1-0))°,

0 €(0,1/2], z € [0,1]. (6.3)

1—
a:loglx + (1 —x)log

6

Before moving further, we mention that it is quite easy to guess the required
answer h(f) in (6.3). First, the equality in (6.3) holds at z = 6 and x = 1 — 6.
When 6 < 1/2, the latter one is clearly the degenerated case since both sides of
(6.3) vanish. Secondly, when we plot the ratio

zlog %5 + (1 — z)log 15%
(Vad - /T =2)(1-0))’

by using Mathematica, one sees that the ratio is less than h(f) unless x = 6.
Finally, the Taylor expansion of (6.4) at x = 6 equals h(6)—k(0)(z—0)%>+O(z 9)3
for some k(0) > 0, 0 € (0,1/2].

b) We now start to prove (6.3). Because

(6.4)

1—371 1—x+1 T 1—:1;1 1—=x
og —— +lo = o)
S 8109~ & % .0

+11 +1
—logz +lo .
T & gl—@

By making a change of variables y = (1 — z)/z (and hence z = 1/(1 +y)), we see
that (6.3) holds iff

1(5,0) :=h(6)(VE — V/y(1 = 0))* ~ylog 7 + (1 +y) log(1 + y) +log(1 ~ 6)
> 0. (6.5)
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c¢) The special case that §# = 1/2 is easier and will be treated at the end of the
proof. We now assume that § < 1/2 — ¢ for some € € (0,1/2). To prove (6.5),
our goal is to show that for each fixed 6, the continuous curve of f(-,6) can be
successively divided into three parts -1, 72 and <3 having the properties: i) v
and 3 are convex but v9 is concave, ii) the y-axis is the common tangent line to
~v1 and 3. Therefore, the curve of f should be located above the y-axis.

0 ieyl Y2 1779

For this, it suffices to prove the following two assertions.
(1) f(-,0) and %(-,0) equal zero at 125 and 152
(2) There exist y1 = y1(0) < y2 = y2(0) in the open interval (125, 25%) such
that giy{(-, 6) is negative in (y1,y2) and positive out of [y, ya].

d) The proof of (1) is easy. Since (6.3) becomes equality at x = 6 and x = 1—0,
the assertion for f follows from the substitution y = (1 — z)/z. The assertion for
0f /0y follows from (6.6) below.

(25 log O(IJ?J) — (1= 6)h(0) ( (19_9) — 1) : (6.6)
0*f VY
L= o (veT=aine - 22, (6.7)

Next, we show that the assertion (2) follows from
2<h(O) <[01—-0)]"Y2 o<1/ (6.8)

Actually, by (6.7), the second inequality of (6.8) implies that 92 f/dy? has two
roots y; and y in (0,00). Because ,/y/(1 + y) is unimodal in y which achieves
the maximum 1/2 at y = 1, it follows that §%f/9y? is negative in the (y1,2)
and positive out of [y1,72]. On the other hand, since \/y/(1 +y) = /0(1 —0)
at y = 0/(1 —0) and (1 — 0)/0, by the first inequality of (6.8), one sees that
O%f/oy? > 0 at y =0/(1 —0) and (1 —6)/6. Hence y1,y2 € (7125, 15%) and so
the assertion (2) follows.
To prove (6.8), note that

m(f) :=log(1/0 — 1) — 2(1 — 20), m'(0) =4 —[0(1 —6)] .
We have m’(#) < 0 and the equality holds iff § = 1/2. Thus,

m(0) = m(1/2—¢) >m(1/2) =0
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for all § < 1/2 — . This proves the first half of (6.8). For the second one, set

n(@) =1-20—+/0(1 —6) log(1/0 —1).

Then, by using the first half of (6.8), we get

’ _ 1 _ 1-—26 o 1_
w0 =2t = e m1—@1g<0 1)
1 (1—20)2

< -2+ -
VO —6) /6(1-0)
=-2+4/0(1-0)<0, 6<1/2

Hence, n(0) > n(1/2) =0 for all 6 < 1/2.

e) We now come to the special case that § = 1/2. Then, h(f) = 2 and

1-6

0

0
1-6
= y1 = yo = 1. Because 0?f/0y* > 0 unless y = 1, df/dy has only one

zero-point y = 1 and so f attains its global minimum 0 at y = 1.

(Received March 29, 1997)
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ESTIMATE OF EXPONENTIAL CONVERGENCE
RATE IN TOTAL VARIATION BY SPECTRAL GAP
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ABSTRACT. This note is devoted to study the exponential convergence rate in the
total variation for reversible Markov processes by comparing it with the spectral
gap. It is proved that in a quite general setup, with a suitable restriction on the
initial distributions, the rate is bounded from below by the spectral gap. Further-
more, in the compact case or for birth-death processes or half-line diffusions, the
rate is shown to be equal to the spectral gap.

1. INTRODUCTION.

Let P;(x,-) be the transition probability of a Markov process on a measurable
state space (E, &) with stationary distribution 7. Denote by & the set of proba-
bility measures on (E,&’). Recall that for p1, po € &, the variational norm of p;
and po is defined by [[p1 — p2|lvar = 25upgeg [1(A) — p2(A)|. The exponential
convergence in the variational norm means that for every p € &,

[Py — 7 |var < C(U)e_€t7 t=20 (1.1)

for some constants e > 0 and C(u) > 0. Sometimes, we will use a subset &, C &
instead of the set of all initial distributions. Denote by o = (%) the largest
rate € such that (1.1) holds for all u € 2.

Throughout this note, we consider only reversible P;(z f W (dz)Py(z,B) =
[ m(dx)Py(x, A) forall A, B € & and t > 0. For which we have the L2 exponential
convergence:

1Pef = 7(Pllzw <If = 7(ll2me™,  t>0, fel?(m), (1.2)
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where || ||~ denotes the LP-norm in the space L () (real) and 7(f) = [ fdr. It
is known that the largest exponential rate € in (1.2) is given by the spectral gap:

gap (D) = int{—(f. Lf)x : f € 2(L),(f) = 0 and | flla = 1}
—inf{D(f,f): f € Z(D),7(f) =0 and [flze =1},  (L3)

where L is the generator of P; with domain (L) in the L?-sense and (D(f, f),
2(D)) is the corresponding Dirichlet form. In other words, the largest rate in
(1.2) is just the first (non-trivial) eigenvalue A; of the operator —L. Refer to [1]
and [2], or [3; Chapter 9].

The main purpose of the note is to estimate the exponential rate o in variational
norm in terms of A\;. Since these two types of convergence are rather different and
so one may wonder at the first look if their rates are comparable. Nevertheless,
they do have close relation as one will see very soon. To state the main results
of the note, we should explain some conditions. The main hypothesis we need is
the following:

(Hy). For each t > 0, the transition probability P;(z,-) has a density p;(x,y) with
respect to a reference measure A on (E,&). Moreover, p.(z,y) is joint measurable

in (z,y).

Then, it is easy to show that the reversible measure 7 also has a density 7(x)
with respect to A (Lemma 2.1). For simplicity, we assume that

(Hz). m(z) > 0 everywhere.
We can now state our first result as follows.

Theorem 1.1. Let (H;) and (Hs) hold. Take

Py = {uldw) = @)\ (de) : /7 € L3(m)},
where p/m denotes the function p(z)/m(x), x € E. Then, we have (%) > A1.

To go to the opposite direction, we need another condition. Suppose that for
the semigroup P; induced by P;(z,-), we have an extended generator L¢. That is,

SR f() = P f (@)

for all x € F and suitable measurable function f (not necessarily bounded). The
set of such functions f consists of the domain Z(L°). Next, denote by g the
eigenfunction of Aq, that is, L°g(z) = —A1g(z) for all x € E (some boundary
condition may be included).

(Hs). There exists an eigenfunction g € Z(L°), which is bounded from below (or
above) and 7(g) = 0.

Theorem 1.2. Under (H;)—(Hj), there exists a probability measure p such that
0Py — mllvar = |ltto — 7[|vare ™" for all £ > 0.

We now consider two typical classes of Markov processes.
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Corollary 1.3. Let E be discrete, take A to be the counting measure and assume
that the reversible Markov chain is irreducible.
(1) When E is finite, we have () = A;.
(2) For birth-death processes, the assumptions of Theorem 1.1 and Theorem 1.2
hold. If moreover, the eigenfunction of \; belongs to L?(r), then o( %) = Ay
for &, given in Theorem 1.1.1

Next, consider diffusion processes on a domain E C R? with operator

IS8

L= aij (2)0;0; + Y bi(x)0;,
i,j=1 7

2}

where
d

bi= Y (ai0;V + 0;aij).

Jj=1

The form of b; comes from the self-adjoint property of the operator L. For simplic-
ity, assume that a;; and V are all smooth functions and (a;;) is positive definite.
In the case that OF # (), the reflecting boundary is imposed.

Corollary 1.4. Consider the diffusion processes as above and take A to be the
Lebesgue measure.

(1) When E is compact, we have o(%) = A; for
Py = {u(dz) = p(x)dx : p(x) is continuous and u/7 € L*(7)}.

(2) When E'is a half-line, the assumptions of Theorem 1.1 and Theorem 1.2 hold.
If moreover, the eigenfunction of \; belongs to L?(r), then o(Zy) = \; for
Py given in part (1) of the corollary.

We are now ready to make some remarks on the above results. Certainly, part
(1) of Corollary 1.4 is also meaningful for the diffusions on compact manifolds.
This needs a small modification and hence is omitted here. Clearly, Theorem 1.1 is
most useful in practice since one needs mainly an upper bound for the convergence.
However, one may argue about the use of the theorem since it transfers one difficult
problem to the another. It is well known that the estimate of the lower bounds of
A1 is much harder to handle than the upper ones for which the variational formula

L Addition to the original proof. The second assertion can be improved as follows:
Moreover, (1) = 0(Po) = A1 = o(2?), where 21 = {§; : i € E} and ¢ is the same as in
Theorem 1.1.
Proof The conclusion “A\; > o(2)” follows from Theorem 1.2. Since &1 C Zg, by Theo-
rem 1.1, we have
A < o(Pg) < o(21).

Next, write C; = C(§;). By definition,

Ciexpl—a(21)t] 2 |6:P; — 7llvar = Y _ Ipi (t) — 75| = |pij (t) — 7).
j

Combining this with [3; Proposition 9.20], we obtain ¢(£1) < &=X;. O
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(1.3) is available. Fortunately, we now also have some general formulas for the
lower bounds of A\; and this is indeed the starting point of the present paper.
Since the new formulas are very essential for our purpose (for instance, based on
Theorem 1.1, these formulas give us automatically some general formulas for the
lower bounds of o(Z) considered in Theorem 1.1), the reader are urged to refer
to [4]-[6] for the details. Refer also to [1], [7], [8]-[12] for different estimates of A\
and references within.
The key for proving the above theorems is the following simple observation

1P = 7llvar = ([P (p/7 = 1) |1, (1.4)

which will be proved in the next section. This comes as far as I know from [10;
Proposition 1] for Markov chains with finite state space and it enables the author
to pass through from finite state space to infinite one. Actually, noticing that
p/m —11is an L!(7)-function with mean zero, by Cauchy-Schwarz inequality and
(1.4), we get

1P = 7llvar < [Pe(pe/m = Dllzir < /7 = U2, me™, (1.5)

which gives us the conclusion of Theorem 1.1. From (1.4), Theorem 1.2 also fol-
lows easily. Again, because pu/m is an L'(7)-function with mean zero, one sees
that the rate o is close related to (indeed it is bigger or equal to) the exponential
L'-convergence rate defined in a similar way as in (1.2). Certainly, the exponen-
tial L!-convergence rate is more difficult to handle than the one in the L2-sense
and it is not the aim of the note. But if one replaces o with the exponential
L'-convergence rate, all the above results remain the same and moreover the con-
dition “g is bounded from below” given in (Hs) can be removed. We have thus
explained the main reason why the rate o can be related to A;.

The meaning of Theorem 1.2 is mainly theoretical, it points out the main sit-
uation for which o = A;. To check condition (Hs) is far away to be easy, even for
birth-death processes or for half-line diffusions, as one will see in the next section.
It is interesting that for birth-death processes, the rates o, A1 and the rate for
the exponential ergodicity can all be the same. Refer to [2] or [3; Theorem 9.1].

For the remainder of this section, we discuss the constant

om = ([ u(da)u/m)(@) - 1), p/me L3(n)

appeared in (1.5). The use of Cauchy-Schwarz inequality is natural to obtain the
rate A; but it does enlarge the constant from ||p/7m — 1|1, to ||u/7m — 1|2~ and so
the constant ||u/m — 1||2,» given in (1.5) can not be sharp in general. For Markov
chains, this constant is good enough since it contains all measures p = ¢; with
single mass at i € E. Moreover, for finite state space,

/7 = Ulzx < /7 = U2/ /7 (1.6)

where 7, = min; ;. When restricting to the class {u : u = 0;,7 € E'}, we indeed

have ||pu/7m — 1||2.x < \/1/m — 1 < 1/ /7.

C(p) = |lp/m =1
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For diffusions, it seems that the assumption of Theorem 1.1 rules out the initial
distribution §, with single mass at . But this is indeed not a restriction since
we can often use ps(dy) = ps(x,y)A(dy) instead of d,. Then, we have

H5th - 77Hvar < (HPS(JU’ )/77 -1 Als)eiklt'

2,m€
The coefficient on the right-hand side is usually bounded in the compact case?.
Refer to [11] and [13] for some different treatments. Thus, the main restriction of
Theorem 1.1 is the L2-integrability of the function [u/7](z). Since the ergodicity
is not a problem for our purpose, we are now interested in the convergence rate
and so it is meaningful to obtain the exact rate even with a restriction on the
initial distributions.

We now look at a possibly different way to describe the exponential convergence
rate in the total variation. Note that for every finite signed measure v, ||V||var =
SUP e <1 [V(f)]- We have for every bounded signed measure v that

”VPtJrsHvar = sup ’VPtPsf‘ < sup |VPtg| = HVPtHvar.
[fI<1 lg|<1

Hence, t — ||V P;||var is non-increasing. Next, define

Q(t) = - Sip log [HMPt - 7THvar/H,U/ - 7T||var] .
uAET

Then,
1Py ys — 7llvar = [[(1Pt) Ps — 7|lvar < [P — 77Hvar€_£(s) < lp— 7r||var€_£(t)_g(s)-

It follows that ¢ — o(t) is super-additive and moreover o(t) | ¢(0) =0 as t | 0.
Therefore,
g::hm@ = inf@
tlo t t>0 ¢

is well defined. This suggests us to use 0 = ¢ in (1.1) with constant C(u) =
||t — 7||var- In other words, || — 7||var may be the correct constant in (1.1) rather
than [|p/m — 1||2,». To check this conjecture, let us start from E = {0,1}. Then
for this Markov chain, we have

_(=b b o 1 a+be Mt b(1—e M)
Q_(a —a)’a’b>0’ Fi=e _a+b<a(1—6_>‘1t), b+ae Mt )7

where \; = a + b. It is now easy to check that we indeed have an equality:
P — 7llvar = ||t — 7||vare 1 for all t > 0. Everything is so nice for this
trivial case (and it also indicates the difference between the present rate and
the logarithmic Sobolev constant). But if we go one more step ahead, that is
considering E = {0, 1,2}, then the conjecture is wrong.

2In the reversible case, we have [ ps(z,y)?m(dy) = [ ps(z,y)ps(y, 2)7(dy) = p2s(z, ) < oco.
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Example 1.5. Take E = {0, 1,2} and

_b()a b07 0
Q=1 a, —(a1+0b1), b ; bo,b1,a1,az > 0.
0, asz, —ag

Then, by some elementary computations, we obtain
Py=e"@ =1+ [e MOy — e ' Co] /(A2 — A1),

where II is the matrix having the same rows as the distribution = and

)\1:2_1[a1+a2+b0—|—b1—\/(al—a2+bo—b1)2+4a1b1]
)\2:2’1[a1+a2+b0+bl+\/(al—a2+bo—b1)2+4a1b1]
01:Q+>\2(I_H), 02:Q+)\1(I—H).

Certainly, Ag = 0, A1 and Ay are the eigenvalues of —Q. (To check the formula
of P;, one may also need the facts that IIQ = QII = 0 and Q? + (A + \2)Q +
A1 A2(L —1II) = 0). Now, noticing that pIl = 7 and 7Q = 0, it is easy to show that

1 — e(A1—A2)t

P—m=eM(pu—m)l+———
pbr—m=e " (p—m) I+ .

(Q+ D). (1.7)

To get a more concrete impression, take by = by = 1, a1 = as = n? and pg =
w1 = 1/10. Then, it follows from (1.7) that

[Py — 7|var N [(1r = T)(Q + A2)|var ~ %
9

HN_WHvare_)\lt (A2 = A1) = [ var

n

for large enough ¢ and n. From this, one sees that the constant C'(u) can not
be ||t — 7||var, €xcept one uses a smaller o instead of A; but then the resulting
rate is not closely relative to the eigenvalues of the generator ). Since the rate
is more essential than the constant, it is natural to take o = A;. However, we do
not know at the moment how to choose a better but still simple constant C'(u)
instead of ||p/m — 1||2,~. This example also indicates some critical distinction of
the L!-convergence and the L2-convergence.

2. PROOFS.
We begin this section with a simple observation.
Lemma 2.1. Under (Hy), we have m < A.

Proof. Since 7 is a reversible measure and hence stationary and moreover for fixed
t, (z,y) — pi(z,y) is measurable, we have by Fubini theorem that

12 5(4) = [ wtdo) [ Mo = [ Map)| [at@mn)|. t>0. 0
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Proof of Theorem 1.1. a) Recall that for each pair ux(dz) = pr(z)A(dx), k=1, 2
we have

i — pzllvar = 2 sup |12 (A) — pa(A)] = / 12(2) — o) A(d).
Ace&

b) We now show that 7(z)p(x,y) = 7(y)p:(y, z), A X A-a.e. (x,y). For every
A, B € &, by using the reversibility of P;, we have

/A A(dz) /B Mdy)r(2)pe(z, y) = /A (dz)Py(z, B) = /B (dz) Py(z, A).
Similarly,

/ A(dz) / MNdy)r(@)ps (v, ) = /B w(dy)Py(y, A) = /B (dz) Py(x, A).
Thus, the equality

/ /C ANdz)Mdy)m(z)pe(z,y) = / /C A(d2)\(dy)m(y)pe (y, )

holds for all product measurable set C' = A x B and hence for all C' € & by the
monotone class theorem.

¢) We now prove that (u/m — 1)(y)7(y)p:(y, z) is integrable with respect to
A X A. Actually, by Fubini theorem and a), we have

/ A(de) / (dy) /7 — () m()pe (. 2)
- / Ady)lis/m - 1)()m(y) / A(dz)pi(y, o)
- / A(dy) /7 — 1)) = [ — e < 2

d) We now prove (1.4).

Py — 7|lvar = ||Pr — 7P ||var
— [ Maw)| [ utdwputs. )~ [ wdnmis.o)
= [ x| [ i/ - 1)@,

_ / Adz) ()

- / 7(d2)| P/ — D)|(@) = | Pulysfm — D11

(by a))

[ M@ lagm -1 <y>\ (by ¢) and b))

We have thus proved (1.4). It should be pointed out that up to now, we do not
need the condition that ||p/7m — 1||2,» < co. It is needed only in the last step to
deduce the conclusion of Theorem 1.1 (i.e. (1.5)) from (1.4). O
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Proof of Theorem 1.2. Let g be an eigenfunction of \; and satisfy (Hs). Replacing
g with —g if necessary, we may assume that g is bounded from below. Take
po(z) = m(z)(g(x)/[ — inf.cp g(2)] +1). Noticing that 7(g) = 0, it is easy to
check that uo(dz) := A(dz)po(xz) € &. On the other hand, since

d
ﬁPtg(:c) =P L°g(z) = =\ Pg(x), reE,
it follows that

Pyg(x) = g(a)e ™.
Combining these facts with (1.4), we obtain the assertion of Theorem 1.2. [

The remainder of this section is devoted to the proofs of Corollary 1.3 and
Corollary 1.4. The compact case is easy since the function [p/7](z) is bounded
by the assumptions. Thus, what we need is to prove the non-compact case. The
main difficulty to check (Hj) is that it uses not only the eigenvalue A; but also the
eigenfunction g, both of them are unknown explicitly. Fortunately, an essential
part of the proofs have completed in [4] and [5]. For instance, it was proved there
that the eigenfunction g with g(0) = —1 should be strictly increasing and belongs
to L'(m). So the main job in the present proofs is to show that 7(g) = 0. The
proofs for the corollaries will be completed by the following lemmas respectively.

Lemma 2.2. Consider the birth-death process with birth rate b; (i > 0) and death
rate a; (i > 1). Let g be the eigenfunction of \; > 0 with go = —1. Then, g is
strictly increasing and w(g) = 0.

Proof. a) By [4; Lemma 4.2], we know that g is strictly increasing, g € L!(7) and

¢ :=limy o0 bt (Gnt1 — gn) = —m(g) = 0, where p, is the following sequence
induced by the rates (a;, b;):
boby -+ bn—1
=1 n — ) = ]-7 = n-
Ho ) K ajas - --a, n H Zn)O:u

One should not be confused by this sequence with the probability p used before.

b) Set u; = gi+1 — ¢; and v; = w;+1/u;, @ > 0. Then, it is easy to check (as in
[4]) that R; := a;11 + b; — a;/vi—1 — bir1v; = A\ > 0 for all ¢ > 0. Thus, part (1)
of [4; Theorem 1.1] says that the sequence (v;) achieves at the sharp estimate of
A1

c¢) Suppose that ¢ > 0. Following the proof of [4; Lemma 2.1], define w; =
a;ui—1 —bju;+c¢/(w—po), @ = 1. It was proved there that w; is strictly increasing,
w € L'(r) and )7, piw; > 0. By induction, it follows that > jsijwy > 0 for
all 2 > 1.

d) Since w € L(m), > j>iMjw; — 0 as i — oo and moreover

c= lim b,pupu, >0,
n—oo
there exists 79 such that

0< (bzulul)*l Z pniw; < 1/2
jzit+1
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for all ¢ > ip. Next, since

c ,
Zj>i+1,ujwj = bipiu; — m21g3‘giﬂjv i20 (cf [4;(2.3)]),

we have

1
0 < min LW
M E 3 Wj
1<i<io—1 b; ;1
110 bzululj%H

c
=1—- max —— '

1<i<io—1 b (10 — o) 1<ZJ:-<1M]
= e< 1.

Thus, for each ¢ > 1, we have

bifti (Wig1 — wy) _ bi phi;
Zj>z‘+1 HjW; Zj>i+1 HjWs

Ii(w) = R;> (7' A2)A1 > A1 (by ¢) and b)).

e) When ¢ = 0, we have

w1
Io(w) == bo |1 + ——L+
olw) 0[ - > i1 Mjwj]

:b0[1+ et ]
bo pouo

C
ug(p — fo)
C

uo(p — po)

— M+
> 1.
f) Combining e) with d), we get inf;>¢ I;(w) > A1, which is a contradiction to
[4; Theorem 1.1]. O

Lemma 2.3. Let g be the eigenfunction of A; > 0 of the elliptic operator L =
a(z)d?/dx®+b(z)d/dx on the half line [xq, 00) with smooth coefficients and reflecting
boundary on zp € R. Thatis Lg = —\1g and ¢'(x¢) = 0. Then, we have ¢’ # 0 on
(xg,00) and 7(g) =03,

Proof. a) The first assertion was proved in [5; Lemma 6.4]. Without loss of gen-

erality, assume that ¢’ > 0 on (zg, 00).
b) Set f =¢' and f; = —af’ — bf. Then, it follows from [5; Lemma 6.2] that

c:=—m(g) = lim f(z)e’® >0,

T—r 00

where C(z) = fjo b/a. Clearly, f{/f = —(Lg)'/g' = A1 on (xg,0). Hence, the
lower bound given by [5; (2.2)] is exact.

3See also Appendix to the paper [8] in this book.
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c) Because —(fec)/ = f1e%/a, we have [ fie“/a = f(z)e’® — ¢ and so

c(w)/ f1€ B f(2) cf (z) e C(x) 1 c

A " H@) F@ N Af@ec T

d) Suppose that ¢ > 0 and set fo = ¢/Z + f1, where Z = f;: e /a. It is rather

simple to check, as was did in [5; Remark 2.2 (1)], that f5 > 0 on (x(,00) and
7(f2) = 0.* Now

—C(:U) 0 £ oC
H)e) = S s

7C(w) / f 6 e*C(w) /OO €C
a TZR@ ),

‘ e T
)\1 M S(x ec(x) MZf(x)eC@ J.  a Y
, xr > Xp.

—~

@‘QQ

1 c 1 /m
M Mf(p)ef® Z
Thus,

z -1
0<I(f2)_1($):A1[1—W';/960 ea} , T > 0. (2.1)

Note that lim, oo f(2)e¢® = c and Z = f;: e“/a. From (2.1), it should be
easy (and similar to the proofs d) and e) of the previous lemma) to conclude that
inf,~., I(f2)~1(x) > A1, which is a contradiction to [5; Theorem 2.1].> [
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Math., Univ. of Roma “La Sapienza” in October, 1996. The author would like to
acknowledge the warm hospitality and the financial support of Dept., especially
Professor E. Scacciatelli for his valuable discussions.

4Addition to the original proof. Actually, f} = f] = A\ f = A1g’ > 0,

7(f2) = / fle *%
z0

5 Addition to the original proof. Set

c 1 (= eC
A =1-— = —
($) f(x)eC((E) A /2:0 a

[f(a:o)ec(x‘)) —c] =0

N\H

Since lim A(z) = 0, we have A(z)~! > 2 for all large enough z. It suffices to consider the local
xr— 00

region of x and then to show that A(x,) < 1. For this, we have

I c 1 /I e c lim eC (@) c I 1 c 1 S
im — . — — = - im — = — -
z—zg f(x)eC®@) Z zy @ ~Zz z—zg (feC)’ (a:)a(a:) zZ z—z, —f1(x) Z —Xig(=zy)
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Appendix: Order-three Semigroup (unpublished note).
In this note, we study the semigroup { P, };>¢ generated by the 3 x 3 @Q-matrix

—qo1 — qo2 qo1 q02
Q= q10 —q10 — 412 qdi12
420 q21 —q20 — 421

Its eigenvalues are as follows.

1

(—0+VA), A=-(-0-VA),

N =
O |

Ao =0, A =
where

0= Z%‘j = qo1 + qo2 + q10 + q12 + G20 + G2,
i#j
A=0%-4Z7
= (qi0 — 21 + qo1 — q12 + qo2 + Q20)2
- 4(Q10(¢]02 — q12 + q20) + q20(qo1 — Qm)),
Z = q12q20 + q10(q20 + @21) + qo2(q10 + q12 + g21) + qo1(q12 + g20 + ¢21)-

Since Z > 0, we have ©2 > A. Clearly, \; and A, are real when A > 0. Otherwise,
A1 and Ao are complex imaginary numbers.

We assume that Q # 0. Otherwise, the problem is trivial. Then © > 0.
We also assume that Z > 0, which holds whenever @ is irreducible. Otherwise
A1 = 0 and @ is degenerated since there exists at least one zero row. Under
these assumptions, we have A1, Ay # 0. Moreover, the (-matrix has uniquely an
invariant probability measure as follows.

o = [q12920 + q10(q20 + ¢21)]/Z,
1 = [go2g21 + qo1(g20 + ¢21)]/Z,
2 = [qo1q12 + qo2(q10 + q12)]/Z.

Proposition A.1. Let Q # 0 and Z > 0. Then the semigroup {P; = €'@};>¢
takes the following form.

(1) If A #0 (in particular, if A > 0), then

P=1+ eMN(Q — Xo(I — 1)) — e™(Q — A\ (I — 1))
A — Ao

6)\1t _ e}\zt )\16>\2t _ )\26A1t

=1I
* A1 — A2 @+ AL — A2

(I_H>7

where IT = (7;;): m;; = m; for all 4 and j.
(2) If A =0, then Ay = Xy < 0 and

Po=T1+ (I - +HQ — \i(I —1II)))eM?
=TI+ (tQ + (1 — \t)(I —II))eM .
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(3) If A <0, then

P =11+ {cos(ﬁt)([ —1I) — 1 sin(St) (a([ —1I) — Q)} et

B
—I+ {; sin(B8)Q + <cos(5t) - gsin(ﬁt)) (I- n)} et
where
o = Re(Ar) = —%@, B8 =Tm(\) = %A.

We remark that the first case is more essential since of which, the third one is
a reorganization by eliminating the imaginary parts and the second one is a limit
as Ao T A1,

Proof of Proposition A.1. Since det(Al — Q) = A(A — A1)(A — A2), by the Cayley-
Hamilton theorem, we have

QIQ —MI)(Q — A) =0.

This means that the element al(-?

equation.

) of Q" should satisfy the following recurrence

GE?H) — (M1 + )\z)ag&l) + /\1/\2a§;7) =0, n>1.

When A # 0, then Ay # X\o and the general solution of agL) is given by
az(»?) = cz(.;))\? + CE?))\S, n>1

for some constants C; = (CS)) and Cy = (cg)) That is
Q" = C1 AT + C2)3, n > 1.

If we adopt the convention 0° = 1, then we can write

Q" = \gCo + ANTC1 + N30, n

WV
o

(A1)

with Cy = I — C; — C5. Now, we have

P, =@ = Z = Coeot + CreMt + Che™?t = Oy + CreMt + Che2t.
n!
n=0

That is
P, = Cy + CreMt + Coet?t, (A.2)

Case 1: A #0.
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We have A1 # Ao. In the case that A > 0, we indeed have Ay < A1 < 0.
Otherwise, we have Re (A1) =Re (\2) = —©/2 < 0. Letting ¢t — oo in (A.2), we
obtain II = Cy. Thus,

P, =T+ CreMt 4 Coe??t,

Now, the initial conditions for (A.1) give us

{I=H+C’1—|—C'2
Q = MCi + X2Ch.

From which, we obtain

1
C) = m(@*)@([*ﬂ))a

1

Cy = —
2 A — o

(Q—M(I-1D)).

Combining this with (A.2) and noting that Cy = II, we obtain part (1) of the
proposition.

Case 2: A =0.
We have A1 = Ay < 0. Hence

Q" = CoAy + (C1 +nC) AT, n >0, (A.3)
Pt =1I + (Cl + )\1t02)6>\1t. (A4)
By (A.3), we have
{ I1=11+C;
Q =M (Cy + Cy).

From which, we get

Cy=1—TI,
Co=Q/\ — (I —1I).

The second assertion now follows from (A.4).
Case 3: A <0.

We have \{ = a+ i and Ay = a — i3 with a« < 0 and 5 > 0.

The assertion follows from part (1) by eliminating the imaginary parts. Actu-
ally, we have A\; — Ao = 2i3. Since the last two terms in the first formula of P, in
part (1) are conjugate, it suffices to compute

Q — X1 —1I) At Q — (a—1ip)(I — 1) i a
Re<)\1—)\26 t) —Re( 51 e t)e ¢

Because ,
ePt cos(Bt) + isin(Bt)  sin(Bt) — icos(Bt)

28 2if3 26 ’
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we have

e 2121 )

= ;Re(( sin(Bt) — i cos(Bt)) (Q — a(I —1II) +iB(I — H)))
_ ;(sin(ﬁt) (Q — (I —T0) + Beos(BH)(I ~ ).

Applying the first formula in part (1) of the proposition, we obtain the required
assertion. [

Example A.2. Take

—-1/2 1/2 0
Q=1 0o -1 1
1 0 -1

Then we have \; = —5/4+/7i/4, \g = —5/4—/Ti/4, 19 = 1/2, 11 = my = 1/4.
Hence

1/2 1/4 1/4 1/2  —1/4 —1/4
m=|(1/2 1/4 1/4 I—-T=|-1/2 3/4 -1/4
1/2 1/4 1/4 —~1/2 —1/4 3/4

and so by part (3) of Proposition A.1,

1/2 1/4 1/4 . -1/2 1/2 0
Po=|1/2 1/4 1/4 |+ |—=sin(V7t)| 0 -1 1
1/2 1/4 1/4 V7 10 -1

—1/2  3/4 —1/4 | [e7?V4

12 —1/4 —1/4
) ~1/2 —1/4 3/4

+ <cos (\ﬁt) + \%sin (\ﬁt)

Clearly, the exponentially ergodic convergence rate is 5/4 but the L?-spectral gap
is 1. Note that the equation

)
Qf =71

has no nontrivial solution f since —5/4 is not an eigenvalue of ). Besides, in the
exponentially ergodic criterion, one needs A < ¢; for all 7. In the present case,
min; ¢; = 1/2 is smaller than 5/4. Actually, if we regard {0} as an forbidden set,

and solve the equation
> qYi = —Ayp — 1
> 42y = —Ay2 — 1,

that is,
{ —y1+y2=—Ayp — 1
Yo — Y2 = —Ay2 — 1,
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we obtain
_2—)\—1—2/0 _1+y0

yl—wv y2—17)\-

Since yg > 0, in order for yo > 0, it is clearly necessary that A < 1 = ¢q; = ¢o. If
we replace {0} by {2}, then the condition “A < 1/2 = min, ¢;” becomes necessary.
This shows that the parameter A here and the spectral gap are all smaller than
the rate 5/4.

DEPARTMENT OF MATHEMATICS, BEIJING NORMAL UNIVERSITY, BEIJING 100875, THE
PEOPLE’S REPUBLIC OF CHINA.
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ABSTRACT. In this paper, some new forms of Cheeger’s inequalities are estab-
lished for general (maybe unbounded) symmetric forms (Theorems 1.1 and 1.2),
the resulting estimates improve and extend the ones obtained by Lawler and Sokal
for bounded jump processes. Furthermore, some existence criteria for spectral gap
of general symmetric forms or general reversible Markov processes are presented
(Theorems 1.4 and 3.1), based on Cheeger’s inequalities and a relationship between
the spectral gap and the first Dirichlet and Neumann eigenvalues on local region.

1. Introduction.

Cheeger’s inequalities [2] are well known and widely used in geometric analysis,
they provide a practical way to estimate the first eigenvalue of Laplacian in terms
of volumes. These inequalities were established for bounded jump processes by
Lawler and Sokal [8] (in which a detailed comment on the earlier study and
references are included). The first aim of this paper is to establish the inequalities
for general (maybe unbounded) symmetric forms.

Let (E,&,m) be a probability space satisfying {(x,z): = € E} € & x &.
Consider the symmetric form D with domain Z(D),

D)= 5 [ Jdodn)(5(@) = F@) o)~ 9(w) + [ K(do) f(@g(o),

f.9€ 2(D),
2(D) ={f € L*(r): D(f, ) < oo},
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where J and K are nonnegative and J is symmetric: J(dz,dy) = J(dy,dx).
Without loss of generality, we assume that J({(z,z): z € E}) = 0.
We are interested in the following two quantities:

Mo = inf{D(f. f): w(f2) = 1}, (L1)
A= mf{D(f, f): (f) =0, 7(f2) = 1}. (1.2)

We remark that in these definitions, the usual condition “f € Z(D)” is not needed
since D(f, f) = oo for all f € L?(w)\ 2(D). We do not even assume in some
cases the density of Z(D) in L?(r). In what follows, whenever \; is considered,
the killing measure K (dx) is set to zero. In this case, we have A\g = 0 and A; is
known as the spectral gap of the symmetric form (D, Z(D)).

Define Cheeger’s constants as follows:

J(A x A°) + K(A)

h= inf 1.
(A)>0 7 (A) ’ (13)
. J(A x A°)
k= inf 212 1.4
r(A)(0,1) T(A)m(4°)’ -
- J(AxA®) J(A x A°) (15)

inf L2/ i Sl
w(A)leI%0,1/2] m(A) W(Al)Ié(O,l) w(A) Am(Ac)’
where a A b = min{a, b}. Clearly,

kj2 <K <k

and it is easy to see that &’ can be varied over whole (k/2, k). For instance, take
E={0,1}, K=0,J{i} x {j}) =1fori# jand 7(0) =p < 1/2, (1) = 1 — p.
Then k'/k =1 — p.

Recall that for a given reversible jump process, we have a ¢-pair (q(x), ¢(z,dy)):
q(z, E)< q(z) < oo for all z € E. Throughout the paper, we assume that ¢(z) <
oo for all z € E. The reversibility simply means that the measure 7(dz)q(z, dy) is
symmetric, which gives us automatically a measure J. Then the killing measure
is given by K(dz) = w(dx)d(x), where d(z) = gq(z) — ¢q(z, F) is called the non-
conservative quantity in the context of jump processes. A jump process is called
bounded if sup,c ¢(z) < co. In this case [or more generally, if ||J (-, E) + K||op <
00, where || - |lop denotes the operator norm from L! () := {f € L'(x): f >0}
to Ry], for the corresponding form, we have Z(D) = L?(m). For more details,
refer to [3].

Theorem [Lawler & Sokal(1"*®)]. Take J(dx,dy) = 7(dz)q(x, dy) and suppose
that |[J(-, E) + K/2||op < M < 0o. Then we have

> > —.
0F oM

Next, if additionally K = 0, then

kk? k2
Z A2 — — 7, 1.
k>N max{SM 2M} (1.7)
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where ) s
E|(X — (Y
TN [6 0 L ) e
X,Y ceRr 1 + C2
the infimum is taken over all i.i.d. random variables X and Y with EX = 0 and
EX2=1.

In what follows, we consider directly the general symmetric measure J when-
ever possible. In other words, we do not require the existence of a kernel of a
modification of J(dz,-)/m(dx), for which some extra conditions on (E,&) are
needed.

We now turn to discuss our general setup. Note that the lower bounds given in
(1.6) and (1.7) decrease to zero as M 1 co. So the results would lose their meaning
if we go directly from the bounded case to unbounded forms. More seriously, when
we adopt a general approximation procedure to reduce the unbounded case to the
bounded one (cf. [3], Theorem 9.12), the lower bounds given above usually vanish
as we go to the limit. To overcome the difficulty, one needs some trick. Here we
propose a comparison technique, that is, comparing the original form with some
other forms introduced below.

Take and fix a nonnegative, symmetric function r € & x & and a nonnegative
function s € & such that

1TV E) + KW <1, Ll (m) — Ry, (1.8)
where
J(dz, dy) K(dz)
J@(dz,dy) =T asot ————2 K@ (dz) = Ity ayos0 ——— > 0.
(dz,dy) = Iir(zy)~>0 @) (dz) = Ifs(@)2>0) ()"’

Throughout the paper, we adopt the convention that r = 1 and s® = 1 for
r,s 2= 0. For jump processes, one may simply choose

r(z,y) = q(z) V q(y) = max{q(r),q(y)} and s(z)=q(x).

We remark that when o < 1, the operator J® (-, E) + K(® from L! (r) to Ry
may no longer be bounded. Correspondingly, we have symmetric forms D(®)
defined by (J(®, K(®). Therefore, with respect to the form D(®) according
to (1.1)—(1.5), we can define )\(()a), )\ga) and Cheeger’s constants h(®), k() and
k(@) (a > 0). However, in what follows, we need only three cases, « = 0, 1/2 and

b

1. When a = 0, we return to the original form and so the superscript “(«)” is
omitted from our notations.
The next two results are our new forms of Cheeger’s inequalities.

Theorem 1.1. Suppose that (1.8) holds. We have

R(1/2)? R(1/2)?

Ao = = .
2-A) T 14V1-p?
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Theorem 1.2. Let K =0 and (1.8) hold. Then, we have

2
5(1/2)
A 2 : (1.10)

V2+4/2 =AW

p(1/2)?

14+4/1— kM7

When ||J (-, E)+K]|lop < M < oo, the simplest choice of r and s are r(x,y) = M
and s(x) = M. Then, (1.8) holds and moreover h'/2) = h/\/M, k(172 = k' /v M,
h(Y) = h/M and kD = k'/M. Hence, by (1.9) and (1.11), we get

h? h?  h?
A= M(1—+/1-h%2/M?)= e[ ]

M1 +/1-n2/M2) ~ [2M" M

A1 >

(1.11)

and

k' K2 k2
M >M(1—y/1-K2/M?) = | (112
' ( / ) M(1+\/1-k?/M?) © [QM M] (1.12)

Therefore, for the lower bounds, (1.9) improves the second part of (1.6) and
(1.11) improves the second part of (1.7). More essentially, the lower bound (1.11)
is often good enough so that the approximation procedure ([3], Theorem 9.12)
mentioned above becomes practical. However, we will not go in this direction.
In the context of Markov chains on finite graphs, (1.12) was obtained before by
Chung [6]. Applying (1.12) to J1), we get

A > 11 kM

From this and (1.10), we obtain

L(1/2)

A=
\/§+\/1+\/1—k(1>’2

which is indeed controlled by (1.11) since k(®) < 2k(®)". This means that (1.11)
is usually more practical than (1.10) except a good lower bound of )\51) is known
in advance. However, (1.10) and (1.11) are not comparable even in the case of
E = {0,1}. See also the discussion in the second paragraph below Lemma 2.2.

In view of Theorem 1.2, we have A; > 0 whenever £(1/2 > 0. We now study
some more explicit conditions for the Cheeger’s constants appearing in Theo-
rem 1.2 to be positive. To state the result, we should use the operators cor-
responding to the forms. For a jump process, the operator corresponding to
(D), 2(D(®)) can be expressed by the following simple form

Q@ f(z) = /I[r(z,y)o‘>0] zg’jﬁ [f(y) = f(@)] = L[s(z)o>0] d()

el
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Next, we need some local quantities of A\g and A;. First, for B € & with
m(B) € (0,1), let A{*(B) and k(®)(B) be defined by (1.2) and (1.4) with E, =
and D replaced, respectively, by B, 78 := 7(-N B)/m(B) and

o 1 a
DR =5 [ IO - f@) (1.13)

BxB
Second, define

267 (B) = int {D\(f, ): 7(f?) =1, fl5- = 0}.
As usual, we call )\(()a)(B) and )\ga)(B), respectively, the (generalized) first Dirich-
let and Neumann eigenvalue on B. It is a simple matter to check that as in (1.7),
K(B) > N (B).
For A € &, put Mga) = (ess supy ) 4J (¥ (dzx, A°) /7 (dx), where ess sup, denotes
the essential supremum with respect to .

Theorem 1.3. Let K = 0. Given a > 0 and B € & with w(B) > 1/2, suppose
that there exist a function ¢ with

d1(p) := ess sup y [p() — @(y)| < oo
and a symmetric operator (Q(O‘), @(Q(O‘))) corresponding to the form (D(O‘)7 Q(D(a)))
such that 2(Q() D {I4: A€ &, A C B} and ype := —supge 2o > 0. Then,
we have
K (B) yp- [27(B) — 1
K@) (B) 31(p) [2n(B) — 1] + 27(B)2 01 (0) Mis" + ]

k(@) > k(a)’ >

Usually, for locally compact E, we have k(®)(B) > 0 and M éa) < oo for all

compact B. Then the result means that k@) > 0 provided d01(¢) < oo and
vpe > 0 for large enough B.

Up to now, we have discussed the lower bound of A\; by using the Cheeger’s
constants. However, Theorem 1.3 is indeed a modification of the second approach
we are going to study, that is, estimating A; in terms of local A\g and A; on subsets
of E. The last method has been used recently in the context of diffusions by Wang
[10] and is extended here to general reversible processes. The details of the next
two results for the general situation are delayed to Section 3. Here, we restrict
ourselves to the symmetric forms introduced above.

This is the place to state our first criterion for A\; > 0.

Theorem 1.4. Let K = 0. Then for any A C B with 0 < 7(A4), n(B) < 1, we

have
Ao(A°)

m(A)

A(B)[Ao(A°)7(B) — 2Mam(B°)]
2X\1(B) + m(B)2[Xo(AC) +2M 4]

>\ 2 (1.14)

As we mentioned before, usually, \;(B) > 0 for all compact B. Hence the
result means that Ay > 0 iff A\g(A¢) > 0 for some compact A, because we can first
fix such an A and then make B large enough so that the right-hand side of (1.14)
becomes positive.

Finally, we present an upper bound of A\; which provides us a necessary condi-
tion for A\; > 0 and can qualitatively be sharp as illustrated by Example 4.5. For
some related works, refer to [1] and references therein.
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Theorem 1.5. Let K =0, r >0, J-a.e. and (1.8) hold. If there exists ¢ > 0 such
that

0 < 02(¢p) == ess sup s |p(z) — p(y)|*r(z, y) < 0o
then

Alg%zp)inf{gze ( ) oo}
(¢

Consequently, A1 = 0 if there exists ¢ > 0 with 0 < d2(¢) < oo such that 7r(e ‘P) =
oo for all e > 0. In particular, when J(dz,dy) = w(dz)q(z,dy), d2(p) can be
replaced by

5301 1= ess sups [ lolo) — (0) P, dy) < o0
without using the function r and (1.8).

To have a test for the new forms of Cheeger’s constants, we introduce the
following result.

Corollary 1.6. Let J(dx,dy) = j(z,y)n(dz)n (dy) for some symmetric function
j(z,y) having the properties: j(z,z) = 0 and j(z) := [ j(z,y)r(dy) < oo for all
x € E. Take r(z,y) = j(x) V j(y). Then

@' s Ly J@y
K> S I T (1-19)

Proof. Denote by C(®) the right-hand side of (1.15). Note that
J(Ax A 1 / j(z,y)
= m(dx)7(dy) ———T—
7@ 7@ Joea "G Vi
: j(z,y)
2 1nf — 0 T AC
vty [§(2) V j(y)] (4)
=20 (A°).

Hence

E@) = imf J@(Ax A% /n(A) = C@
w(A)€(0,1/2]

as required. [
The corollary shows that our results are meaningful in a very general setup.
Here are two more explicit examples.
(1) Let j(z,y) = 1 for z # y and j(z,z) = 0. Then, by (1.15), we have
k@) > 1/2. Hence \; > 1/2(2 ++/3) by (1.11). The precise value of \;
is equal to 1.
(2) Let E = Z and j(x,y) = |2% — y?|. Suppose that ¢ := 7(2?) < co. Then
j(z) < 2% + ¢ for all z and

E1/2) 1 inf 2] + |yl S 1

202y /22 + 2 +¢  2V/e+ 1

1
8(c+1)

Hence
A > %ku/z)’? >
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Certainly, the estimate (1.15) is very rough. However, Theorems 1.1 and 1.2 can
actually be sharp as illustrated by Examples 4.6 and 4.7 in Section 4.

We mention that the study on the leading eigenvalue of a bounded integral
operator is indeed included in our general setup. Consider the operator P on
L*(m): Pf(z) = [p(x,dy)f(y), generated by an arbitrary nonnegative kernel
p(z,dy) with M := sup, p(z,E) < oo. Let m(dz)p(x,dy) be symmetric for a
moment. Clearly, the spectrum of P on L?(7) is determined by that of M — P.
Note that

(. (4=P)f), =5 [ w@a)pledn) [1@) 1))+ [ #dn) M -p(a B)] F(0)”

Thus, the largest (non-trivial) eigenvalue of the integral operator P can be de-
duced from Ag or A\; treated in the paper. Finally, by using a symmetrizing
procedure, all the results presented here can be extended to the nonsymmetric
forms. Refer to [3], Chapter 9, or [8], for instance.

The remainder of the paper is organized as follows. Section 2 is devoted to the
proofs of Theorems 1.1—1.3. At the end of the section, a different approach for
handling unbounded symmetric forms is presented. A general existence criterion
for spectral gap is presented in Section 3, which also contains the proofs of The-
orems 1.4 and 1.5. All the results concerning the spectral gap are illustrated by
Markov chains in the last section.

2. Proofs of Theorems 1.1—1.3.

We begin this section with the functional representation of Cheeger’s constants.
The proof is essentially the same as in [8] and [9], Section 3.3, for the bounded
situation and hence omitted.

Lemma 2.1. For every a > 0, we have

ne) =int {5 [ 5 e dplf) - F)] + KOs 1> 0.7(0) =1,
K@) Zinf { Jrean i@ -1l et @), [rd@nali@- )= 1}
~ inf { [ 79 @anls) - sl § € L, w1 - () = 1},

K = inf {; / J@ (dz, dy)|f(2) = f)|: | € LY (x), minw(|f — el) = 1}‘

Proof of Theorem 1.1. The idea of the proof is based on [8].
Let E* = E'U{occ}. For any f € &, define f* on E* by setting f* = fIg.
Next, define J*(*) on E* x E* by

J@(0), Ceéxé&,
JH@(C)={ K@ (A), C=Ax{x}or{oc}xA Acé,
0, C = {oo} x {o0}.
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We have J*(®)(dz, dy) = J*(®)(dy, dz) and

l/ﬂ”maEﬁ@f+K“Nﬂ%:AyﬁWMMJ?ﬁW@{ (2.1)

D=5 [ IO - @R )

E*x E*

;/ﬁmkmmmﬂﬂw—f@ﬂf/K”Nmmf@N

1

:zéwyﬁmmhﬂMf@%#W@L (2.3)

Therefore, for f with w(f?) = 1, by (2.1)—(2.3), (1.8), Lemma 2.1 and the Cauchy-
Schwarz inequality,

2

hm2<{;/J””M%dwUWw2—fW@ﬂ}
< 30O, 1) / T 0 (dz, dy) [£*(9) + £7(2)]?
:;mngjﬁg/JmmM@mU%w?+ﬁwf]

-—/JMDQMNMwaw—fW@f}
< DW(f, f)[2—=DWV(f, £)].

This implies that DMV (f, f) > 1— V1 — hM? and so

A > 1-4/1 -2 (2.4)

Next, by (1.8), Lemma 2.1 and another use of the Cauchy-Schwarz inequality, we
obtain

1
iﬂ”ﬂ<{/Jm”Wmdw
1
2

(£ H[2-2"]. (2.5)

From this and (2.4), the required assertion follows. [
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Proof of Theorem 1.2. (a) First, we prove (1.10). Let f € 2(D) with 7(f) =0
and m(f?) = 1. Set g = f + ¢, c € R. Similarly to (2.5), we have

{ [0 e aplow)? - g<x>2\} <4D(f, f)[200+¢*) = DS, 1))

<4D(f, f)l2(1 +¢*) = B]

forall B: 0 < B < )\51) < 2. Hence by Lemma 2.1, we have

1 1/2 2 2 ?
DU > =g [ 7 dnla? - o]}

> %k(l/ﬁ (2.6)

where £ 5 is the same as x defined below (1.7) but replacing the denominator 1 +c?
with 2(1 + ¢2) — 8. To estimate Kg, We adopt an optimizing procedure which will
be used several times subsequently. Set v = E|X| € (0, 1]. It is known that

. (E|(X +¢)2 = (Y +¢)2|)?
c—to0 214+¢%) -5

= 2(E|X —Y|)* > 2(E|X])* = 29°

and when ¢ = 0, E|X? - Y?| > 2(1 - E|X|) = 2(1 —~) (cf. [8] or [3], Section 9.2).
Thus,

. 4(1 — )2
> inf 972 oL 2.7
oz gy £ @

We now need an elementary fact.
Lemma 2.2. Let f and g be continuous functions on [0, 1] and satisfy f(0) < g(0)
and f(1) > g(1). Suppose that f is increasing and g is decreasing. Then

inf max{f(v), g(v)} = f(70),

v€[0,1]
where g is the unique solution to the equation f = g on [0, 1].
Applying Lemma 2.2 to (2.7), we get

4
V2+v2Z=pB)"

K/ﬁ>
(

Combining this with (2.6) and then letting 5 1 )\gl), we obtain (1.10).

It is worthy to mention that the estimate just proved can be sharp. To see
this, simply consider E = {0,1}, J({i},{j}) = 1(i # j) and my = m = 1/2. Then
k1/2) = /\gl) = A1 = 2. Moreover, the same example shows that in contrast to
(1.9), the analog of (1.9) “A\; > k(1/2)2/[4(2—)\§1))}” or “A\; > k(1/2) 2/[2—)\51))}”
does not hold.
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(b) For any B C E with m(B) > 0, define a local form as follows.
~(a 1 « a c
DS =5 [ I dady)ifl) ~ @ + [ 1dn, B S)
2 JpxB B

Obviously, ﬁfga)(f, f) = ﬁg)(flg, fIg). Moreover, it is easy to see that

Xo(B) = inf {Dp(f, f): =(f*Ip) =1}.

Let
(@) _ . J@(Ax(B\ A)+J®(Ax B°)
hy inf
T ACB,7(A)>0 m(A)
(@) c
_ g L2AXAY (2.8)

AcB,w(A)>0 7(A)

Applying Theorem 1.1 to the local form on L?(B,& N B, nB) generated by J? =
m(B) ' J|pxp and KB = J(-, B®)| 5, we obtain

Mo(B) > hG2" 14 1=,

We now come to another key point of the proof. In [8], the proof is based on
the estimate A1 > infg{A\o(B) V A\o(B°)}. However, we are unable to prove this in
the present setup. Instead, we prove the following weaker result which is enough
for our purpose.

A1 = inf A(B).
! W(Bl§l<1/2 0( )
For each € > 0, choose f. with m(f.) = 0 and 7(f2?) = 1 such that \; + & >
D(f., f-). Next, choose ¢, such that n(f. < c.), m(fe > ¢.) < 1/2. Set fF =
(f- —c.)* and B = {f* > 0}. Then

M +e2D(fe—c., fo—c.)
= ;/J(dm’dy)ﬂfi(y) — [E@)|+ | (y) = f2 ()]

> [ Hnan) () - 5 @) + 5 [ e @) - @)
> 20 (B ((£)7) + 2 (B ((£)°)

> i, B (e ) 0))

=(1+c) i, 2o(B)

Z iy 0B

Because ¢ is arbitrary, we obtain the required conclusion.
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Finally, combining the above two assertions, we obtain

p(1/2)?
> ( i?f ) —
T(B)<1/2 1
144/1-h
) 1/2)2
> it inf (<12 b
m(B)<1/2 (1)2
1+14/1—hly

2
infr(py<1/2 by’

1+ \/1 —inf, (g)<1/2 by’

(1/2)"2
- k 0

1+4/1- k@7

Proof of Theorem 1.3. The proof is split into two lemmas given below. Noticing
that « is fixed, we may and will omit the superscript “(a)” everywhere in the
next two lemmas and their proofs for simplicity. [

Lemma 2.3. Let B € & with 2n(B) > 1. Then

WV

2

hpek(B)(2r(B) — 1)

K2 B r(B) = 1) + 27(B)(Mp + hip)’

where hp is defined by (2.8).

Proof. We need only to consider the case that hgck(B) > 0. For any A € & with
m(A) € (0,1/2], let v = w(AB)/m(A). Then

J(jlr(il;m - 27;,4) /‘](d$ad?/) [Ta(y) — IA(CU)]2

2

> 57 (A) /BXBJ(dx,dy) [IA(y) —IA(QU)]

k(B)m?(A)m”(A°)
- m(A)

w(B) —1/2
Z T (B

k(B)~. (2.9)

Here, in the last step, we have used m(AB) < m(A) < 1/2. On the other hand,
we have

hper(AB®) < % / J(dz, dy) [Lape (z) — Lape ()]’

% / J(de, dy)| Laeus (@) — Licos(y)].
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Noticing that J is symmetric and

[Lacup (@) — Lacup(y)| < [Lac(x) — Lac(y)| + IpxpetBexn|lan(z) — Iap(y)],
we obtain

+ Mpy.

Combining this with (2.9) and applying Lemma 2.2, we get

J(Ax A% _ B
Aggzzyg,;;nguxnax{(ﬁ(3)471/2yqzn k(B)y,thg—(A[B4—th)7}
_ hpek(B)(2m(B) — 1) -
k(B)(2m(B) — 1) + 2n(B)?(Mp + hpe)’

Lemma 2.4. Let ¢ satisfy d1(¢) < 00. If yg = —supg Q¢ > 0, then

hB > ’}/B/él(g&) > 0.
Proof. For any A C B, we have

vem(4) < /A —Qgldr

- / J(de, dy)(Ia(z) — La(y)) () — o(y))

51(280) /J(dx,dy)UA(ZL‘) —1a(y)|

= 51(p)J(A x A°).

N

Hence, hg > vp/01(p). O

To conclude this section, we discuss a different way to deal with general sym-
metric forms. In contrast to the previous approach, we now keep (J, K) to be the
same but change the L2-space. To do so, let p be a measurable function and satisfy
ap :=essinfrp > 0, B, :=m(p) < oo and ||J(-, E) + Kllop < Bp (L (mp) = Ry),
where 7, = pn/B,. For jump processes, one may take p(z) = ¢(z) V r for
some r > 0. From this, one sees the main restriction of the present approach:
J m(dz)g(x) < oo, since we require that 7(p) < oo. Except this point, the ap-
proach is not comparable with the previous one (see Examples 4.5 and 4.7 given
below).

Next, define hy, k, and k, by (1.3)-(1.5), respectively, with 7 replaced by =,
and then divided by f3,. For instance,

o . c
k, = wp(ir)lil/z J(A x A%)/n(pla).
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Theorem 2.5. Let p, o, 5, and 7, be given above. Define A, ; (i =0,1) by (1.1)
and (1.2) with 7 replaced by m,. Then, we have

A= RNy, i=0, 1 (2.10)
By
In particular,
A0>ap(1—,/1—hg) (2.11)
and when K = 0,
K /
A\ > max {8apk:§, ap(1-4/1- k;)}. (2.12)

Proof. (a) We prove that L*°(r) is dense in (D) in the D-norm: |f||% =
D(f, f) + 7(f?). The proof is similar to [3], Lemma 9.7. First, we show that
L>(m) C 2(D). Because 1 € L'(m,) and ||J(,E) + Klop < Bp, we have
J(E,E)+ K(E) < 8, < c0. Thus,

DU, 1) < / J(dz, dy)[F(u) + f@)?] + / K(dz) f(x)?
<2 fI2 (J(E, B) + K(E))

< 00,
and hence f € Z(D). Next, let f € 2(D) and set f, = (—n) V (f An). Then
fn € 2(D),
[fn(y) = fa(@) < [f(y) = f(@)]  and  [ful2)] < [f(2)] (2.13)

for all z, y and n. Clearly, 7T((fn — f)2) — 0. Moreover, since

D(fn*fvfn*f)<4D(faf)<oo

by (2.13), we have D(f,,— f, fn—f) — 0 by (2.13) and the dominated convergence
theorem. Therefore, ||f, — f|lp — 0.

(b) Here, we prove (2.10) for ¢ = 1 only since the proof for ¢ = 0 is similar and
even simpler. Then, (2.11) and (2.12) follows from (1.7) and the comment right
after Theorem 1.2 with M = f3,.

Because L>°(m) C L?(m,) and L?(m,) is just the domain of the form D(f, f)
on L2(7rp), by definition of A; and A, 1, it suffices to show that

Wp(fz) - Wp(f)z > [W(fZ) - W(f)z]ap/ﬁp

for every f € L°°(m). The proof goes as follows.
7Tp(f2) — 71'17(]‘")2 = inf / (f(x) — c)zﬂ'p(d:c)

= ﬁ;l inf / (f(z) - c)2p(x)7r(dx)

ceR
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3. A criterion for the existence of spectral gap. Proofs of Theorems
1.4 and 1.5.

To state our main criterion, we need some preparation.

Let F be a locally compact separable metric space with Borel field & and 7 be
a probability measure with supp(m) = E. Denote by Cy(E) [resp. Cy(E)] the set
of all bounded continuous functions (resp. with compact support) on E.

Next, let (D, 2(D)) be a regular conservative Dirichlet form on L?(r). By
Beurling-Deny’s formula, the form can be expressed as follows:

DU.N)=DOF 1)+ [ Tdedp)(F@)~f)F, € HDINCE) (3.)

where 2(D(®)) = 2(D) N Cy(E) and satisfies a strong local property; J is a
symmetric Radon measure on the product space E x E off diagonal. Moreover,
there exists a finite, nonnegative Radon measure u‘f n such that

D) =5 [[duty.  fe2DINCHE).

Theorem 3.1. Let ¥ C 2(D)NCy(E) be dense in Z(D) in the D-norm: || f||% =
D(f,f)+m(f?). Set 6, ={f +c: f€E, ccR}. Given A, B€ &, A C B with
0 < 7(A), m(B) < 1. Suppose that the following conditions hold.

(i) There exists a conservative Dirichlet form (Dp, Z(Dp)) on the square-inte-
grable functions on B with respect to 72 such that ¢7.|p C 2(Dp) and

D(f,f) = Dg(fIp, fIB), feer.

(ii) There exists a function h € €7: 0 < h <1, h|4 = 0 and h|g. = 1 such that

1= su L L g x - —f(1—h)(2)]?
o)1= sup s |5 [Paiy e [ ) [0 = 1))~ 10 = (@)
< o0.
Then, we have
Ao(A°) - M(B)[Ao(A)m(B) — 2¢(h)m(B°)]

(&)~ 7 20(B) + n(B)2ha(A) + 2¢(h)]

Proof. The upper bound is easy. Simply take f € 2(D) with f|4 = 0 and
7(f2) = 1. Then

7(f?) — ()2 =1—n(flac)” = 1 -7 (f})m(A°) = 1 — 7w (A°) = n(A).

Hence Ay < D(f, f)/m(A) which gives us A\; < X\g(A4°)/m(A).
For the lower bound, let f € % with 7n(f) = 0 and 7T(f2) = 1. Set v =
7T(f2IB).
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(a) By condition (i), we have
D(f,f) = DB(f[B, fIB)

> A ( “Un(f21) — x(B) 'n(f15)°]
:Al( ) 1[7T(f213) —m(B)~ 17T(fIBc)2]
>A1(B (B) v - e (f1pe)m(B)]
=\ (B)n(B)~ 2[7—7r(BC)] (3.2)

(b) Let p be the metric in E. By the construction of 1 gy ([7], Section 3.2), there
exist a sequence of relatively compact open sets (G, increasing to F, a sequence
of symmetric, nonnegative Radon measures og, and a sequence &y such that

/gdu ) = hm hm ﬁn/
n =00 G x Gy, p(x,y)<de

[f(2) = FW)g(x)og, (dz,dy)
f,9€ 2(D)NCy(E).

From this and

[(fh) (@) = (fFR) W) < 2h(y)?[f(2) — FW)]* + 2f(2)?[1(z) — h(y))?,

it follows that
/d/l?fmé?/hd/ﬁ /f Ay,

first for f, h € 2(D) N Cy(FE) and then for f, h € 2(D) N Cy(E) (cf. [7], Section
3.2). Hence

1
D) = 5 [ duipy <2000+ [ Py, (3.3)
On the other hand, since

[(FR) () = (FR) )| < [f (@) = F(W) [+ IBx acuaex (@, y)|f (1 —h)(z) = F(1=h)(y)];

we have
/ J(d, dy)[(fh) (&) — (F1)(y))?
<2 / J(dz, dy)[f(z) — f())°
4 / J(de, dy)[f (1 - )(x) — F(1 - h) ()] (3.4)
Bx Ac
Thus, combining (3.1), (3.3), (3.4) with condition (ii), we get

D(fh f)<2D(F. )+ [Py +2 [ T dn) [£0 = B)@)= (1 = W)

< 2D(f, f) + 2c(h)7(f*1p)
=2D(f, f) + 2vc(h).
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That is,
D(f. ) > 3 D(Fh fh) ~e(h)
> S0 (A%)m(£212) — 5e(h)
> 00 (A%)m(£T5e) —7e(h)

= %Ao (A°) (1 =) = ~e(h). (3.5)

Combining (3.2) with (3.5), we obtain

D(f,f) > inf max { 7)7\2(3533 (7 — F(BC)), %)\O(AC)(l —7) — yc(h)}
= M (B)7(B) " %(y0 — n(B)). (3.6)

The assertion of the theorem now follows from (3.6) and Lemma 2.2. [

Theorem 3.1 is effective for diffusions as was shown in [10] with a more direct
proof (in this case the Dirichlet form is explicit). We now apply the theorem to
jump processes.

Proof of Theorem 1.4. First, the topological assumptions of Theorem 3.1 are un-
necessary in the present context. To see that condition (i) is fulfilled, simply take
Dp to be the one defined by (1.13). For condition (ii), take A = I4c. Then

/ J(de, dy)[(F1a) () — (FLa) ()] = / J(de, dy) f (x)?
BxA¢ Ax Ac

Marm(f?14)
Mam(f*1B).

This means that condition (ii) holds with ¢(h) = M4. We have thus proved
Theorem 1.4. [

The application of Theorem 3.1 (or Theorem 1.4) requires some estimates of
Ao(A°) and A;(B), which may be obtained from Theorems 1.1 and 1.2. These
estimates are usually in the qualitative sense good enough for A;(B), for which
there are also quite a lot of publications, including the authors’ study, in the
past years. However, for A\g(A°), the bound presented above may not be sharp
enough, especially in the unbounded situation. For this reason, we now introduce
a different result.

<
<

Theorem 3.2. Let E be a metric space with Borel field & and let (x;) be a reversible
right-continuous Markov process valued in £ with weak generator €). Suppose that the
corresponding Dirichlet form is regular. Next, fix a closed set B. Suppose additionally
that the following conditions hold:

(i) There exists a function ¢ satisfying ¢|p = 0, ¢|gc > 0 and supg. Qp/p =:
-6 < 0.
(ii) There exists a sequence of open sets (E,): Ey D B, E, T E such that ¢ is
bounded below on each E,, \ B by a positive constant.
(iii) The first Dirichlet eigenfunction of 2 on each E,, \ B is bounded above.
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Then we have \g (Bc) > 0. In particular, for jump processes, the condition “p|g = 0"
given in (i) can be removed.

Clearly, conditions (ii) and (iii) with compact B are fulfilled for diffusions or
Markov chains. Thus, the key condition here is the first one.

Proof of Theorem 3.2. The last assertion follows by replacing ¢ with ¢plgc. In-
deed,

Q(plpe)(2) = / oz, dy)[(0I5e) ) — (9Ip) ()]

< / a(z, dy) [ (y) — (Ip-) (2)]

= Q(x)
g—é(cpIBc)(:E) on B°.

We are now going to prove the main assertion of the theorem. Set 75 = inf{t >
0: z; € B}. Then, by condition (i) plus a truncating argument if necessary, we
get
Ep(zinrgs) < @(x)e 0, t>0, z ¢ B.

Next, let u, (> 0) be the first Dirichlet eigenfunction of 2 on E,, \ B. Set
7 =1inf{t > 0: x; ¢ E, \ B}. Then, by conditions (ii) and (iii), there exists
c1 > 0 such that u,(ziar) < c19(zinr,) and so

Uy (2)e 20 ENBE — BT (1, 0) < 1B 0(2inry ) < cr(z)e %, r e E,\B.

This implies that \o(E, \ B) > ¢. Finally, because the Dirichlet form is regular,
it is easy to show that Ag(B¢) = lim,, o0 Ao(Ey \ B) and so the required assertion
follows. [

For the remainder of this section, we turn to study the upper bound of A;.

Let (D, 2(D)) be a general conservative Dirichlet form and let P(¢,z,dy) be
the corresponding transition probability. Fix ¢ > 0. Suppose that ¢ A n €
P2(D) for every n > 1. Set f, = exple(¢p A n)/2]. Since the function e** is
locally Lipschitz continuous and ¢ A n is bounded, by the elementary spectral
representation theory, we have

= }1_1)% 2% /W(dx)P(t,x,dy)[fn($) - fn(?J)]Q

< S Clemlim o [ w(de) Pt dy)l(g An)a) = (o Am) ()P

D(fn, fn)

4

62
< ZC(% n)D(o An,p An)
< 00,

ex/2

where C(p,n) is the Lipschitz norm of e on the range of ¢ An. This leads us

to introduce the following constant:

6(e,p) =2 SliI;D(fm fn)/”(fg)
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Theorem 3.3. Let (D, 2(D)), ¢, fn and (g, ) be as above. Then, we have

A1 < inf {e%0(e, ): m(e°¥) = oo}

Proof. We need to show that if 77(65‘/’) = 00, then \; < €26(e,¢). Forn > 1, we
have

D(fo, f)
A < .
VST — n(f )

For every m > 1, choose r,,, > 0 such that m(¢ > ry,) < 1/m. Then

(3.7)

”(I[@rm]fi)m > \/EW(I[«J%m]f") > Vmn(fn) — Vm exp(ery/2).

Hence
7(£2)” < [\r(12) /vm + explern/2)] (3.8)

On the other hand, by assumption, we have
D(fn, fn) < %(e, @) (7). (3.9)

Noticing that 7(f2) 1 oo, combining (3.9) with (3.7) and (3.8) and then letting
n T 0o, we obtain

A <E%68(g,0)/[1—m™].
The proof is completed by setting m 1 oco. [

Proof of Theorem 1.5. It suffices to prove the first assertion because the remainder
of the proof is similar. Let f,, be given as in Theorem 3.3. Note that by the mean
value theorem,

le? —eB| < |A— Ble?VP = |A - B|(e? v eP)
for all A, B > 0. Hence,

D f) = 5 [ I dp){fale) - Fu(0)

2

62
<Z / JO(dz, dy)[p(z) — 9()r(z, 9) [ful@) V fa(v)]

[\V]

9

< Z@(‘P)”(f?z)-

The conclusion now follows from Theorem 3.3 with d(e, ¢) = $82(¢). O
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4. Spectral gap for Markov chains.

Usually, the power of a result for general jump processes should be justified by
Markov chains.

Let E be countable and (g¢;;) be a regular and irreducible Q-matrix, reversible
with respect to m = (m;). As usual, let ¢; = ., ¢ij. Then K =0 and

quj z

J#i

The density of the symmetric measure with respect to the counting measure be-
comes J(i,j) = m;q;j (1 # j). For simplicity, we consider only two typical sit-
uations: E = Zy or E = Z% and take r(i,5) = 1/(¢; V q;). Denote by |i| the
L'-norm, that is, |i| = 22:1 lig| for i = (iy,--- ,iq) € Z%.

A combination of Theorem 1.2 and the next result provides us with a simple
condition for the existence of spectral gap for birth-death processes and the result
seems to be new to our knowledge, even for such a simple situation (cf. [4]).

Theorem 4.1. Consider the birth-death process on Z, with birth rates (b;) and
death rates (a;):

(i) Takeri; = (ai+b;)V(a;+b;) (i # 7). Then k(®) > 0 (equivalently, k(*) > 0)
iff there exists a constant ¢ > 0 such that

TiAs .
> 1. 4.1
[(ai +bi) V (a1 + bi—1) ZWW ! (4-1)

Jj=i

Then, we indeed have k(a) > c¢. Furthermore,

K@ > inf it :
i1 [(a; + b;) V (ai—1 + bi—1)]*(1 — ;) Zj;i Ty

(ii) Let Z mi(a; +b;) <oo. Take p; = a;+b;. Then we have &, >0 (equivalently,
k, > 0) iff

;g ~0

inf —————
izl Zg>z TerJ

and moreover,

Qs s

k:; inf

- k, > inf
Y p =
i1 Z]>z TPy

21 (1= mipi/Bp) D5 TiPj '

Roughly speaking, (4.1) holds if 7; has exponential decay. For polynomial
decay, (4.1) can still be true when a = 1/2. See Example 4.5.

Proof . Here we prove part (i) only since the proof of part (ii) is similar.
(a) Let k(®) > 0. Take A=1I; = {i,i +1,---} for a fixed i > 0 and

Tria/i ~ uf . . 1
= T;Q;, iIy)=1—
J@ (4, 5) = Mg [(a; 4 b;) V (ai—1 + bi—1)]®
»J _[.\/ .]a_ m:b; _ o .
o =:mib;, ifj=i+1.

[(a; + b;) V (aig1 + bip1)]®



324 MU-FA CHEN AND FENG-YU WANG
Then

J(a) (A X Ac) o 7'('1‘&1‘ 7TiC~LZ'

g < () — < )
m(A)m(A°) (Z];i ﬂ'j) ( Zj<i 77]') 7o Zj?i Ty

This proves the necessity of the condition.

(b) Next, assume that the condition holds. Then for each A with 7(A4) € (0, 1),
since the symmetry of A and A°, we may assume that 0 ¢ A. Set ip = min A > 1.
Then, A C I;,, A° C E\ {io} and S0

J(a) (A X AC) S Wiodio S ¢ J(a)(A X AC) S Wiodio
m(A) Am(Ac) T > isio T -7 m(A)m(Ac) 7 (1= ig) >0 T

Because A is arbitrary, we obtain the required assertions. [J

Theorem 4.2. Let £ = Z,. Suppose that (g;;) has finite range R, that is, ¢;; =0
whenever |i — j| > R. Then, we have A\; > 0 provided

sz . .
lim —1) <0.
i—00 Z LT qJ )

Proof. Simply take ¢; =i+ 1 and B = {0,1,--- ,n} for large n in Theorem 1.3
and then apply Theorem 1.2. [

Similarly, we have the following result.

Theorem 4.3. Let E = Z?. Suppose that (g;;) has finite range R. Then, we have
A1 > 0 provided

o Qij
Il\ng\/ﬁ[m — i} <

Proof. Take ¢; = |i| + 1 in Theorem 1.3 and then apply Theorem 1.2. [

Theorem 4.4. Let E = Z. If there exists a positive function ¢ such that

lim Qp/p <0,

|#]—o0

then Ay > 0.

Proof. Apply Theorem 1.2, Theorem 3.2 and then Theorem 1.4 to the finite sets
{i: il <n}. O

The following example, taken from [4], is especially rare and interesting since it
exhibits the critical phenomena for the existence of spectral gap. It is now used to
justify the power of our results and we should see soon what will happen. Similar
examples for diffusion were given in [5] and [10].
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Example 4.5. Let E =7, and a; = b; =4 (i > 1) for some v > 0, ap = 0 and
bo=1. Then \; >0 Iﬂ:722

Proof. (a) By part (i) of Theorem 4.1, we have k(1/2 > 0 iff ¥ > 2. Thus, by
Theorem 1.2, we have A; > 0 for all v > 2.

(b) Applying Theorem 1.5 to ¢; = 1 4 i'=7/2 it follows that A\; = 0 for all
v € (1,2).

(¢) The conditions of Theorem 4.2 hold whenever v > 2. Hence A; > 0 for all
v =2

(d) Next, taking ¢; = v/i (i > 1), we see that Qp(i)/p; = =372 + O(i773).

Then
{ —00, if v>2

1
lim —Qp(i) =
m o kel if 4 =2.

11— 00 SO’L —%’
By Theorem 4.4, we have A1 > 0 for all v > 2.
On the other hand, take f,(i) = iV"1/2 An(0=1/2 and A = {0}. Then

éo(A) < L 2iaz0 Tl () — ()P

n—oo 22@0 i fn(i)?
_ oy 2z Miiinlfali4 1) — fu(0)]
oo 23 50 Tifn(i)?
14 (y—1)25" 73
< fim LFO ,z_:;:” =0, l<y<2
oo D ic1l

By Theorem 1.4, we get A\; < Ao(A€)/m(A) = 0. The case that v < 1 can be
ignored since then the chain is not positive recurrent. [J

Thus, we have seen that all the results presented in this paper, except The-
orem 2.5 which does not work for this example, are qualitatively sharp for this
example since every one covers the required region and there is no gap left. Fi-
nally, taking @ = 0 in part (i) of Theorem 4.1, we obtain k > (Y72, i‘”)_l >0
for all ¥ > 1. In other words, we have k > 0 but \y = 0 for all v € (1,2).
Therefore, the condition “k > 0” is not enough but “k(1/2) > 0” is sufficient for
A1 > 0.

The next two examples show that the two approaches used in the paper for
Cheeger’s inequalities may all attain sharp estimates but they are not comparable
(remember that Theorem 2.5 is not suitable for Example 4.5). We mention that
as far as we know, no optimal estimate provided by Cheeger’s technique has
appeared before.

Example 4.6. Let ¥ = 7Z, and take a; = a and b; = b with a > b > 0. Then,
both Theorem 1.2 and Theorem 2.5 are sharp.

Proof. This is a standard example which is often used to justify the power of a
method. It is well known that A = (Va — \/5)2 (cf. [3], Example 9.22 and [4]).
(a) By part (i) of Theorem 4.1, we have
T;Q; a—2b

k;(a)/ 2 inf = .
S0 S (ato)e
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Then, by Theorem 1.2, we get Ay > (Va — \/(;)2
(b) Take p; = a + b. Then by part (ii) of Theorem 4.1,
. _p
K> inf i 20
Pz Zj}i mip;  a+b

The same estimate as in (a) now follows from Theorem 2.5. [

Example 4.7. Let E = Z, and take gor. = Br > 0 (be careful to distinguish the
sequence (f;) and the constant 3,), gxo = 1/2 for k > 1 and ¢;; = 0 for all other
1 # j. Assume that o = Zk>1 B < 0o. Then, Theorem 2.5 is sharp for all ¢y but
Theorem 1.2 is sharp only for ¢o < 1/2.
Proof. From moqor = Trqko, it follows that 7 = 2mofBk, k > 1 and mp = (1 +
2q0)~!. An interesting point of the example is that the decay of Z]}i Tj as
1 — 00 can be arbitrarily slow, not necessarily exponential. The last condition is
necessary for A\ > 0 for the birth-death processes with rates bounded below (by
a positive constant) and above (cf. [3], Corollary 9.19 (4)).

(a) Take p; = ¢; V (1/2), then o, = 1/2. Without loss of generality, assume
that 0 ¢ A. Then

1 J(A x A°) _ > ica Tigio
Bp mp(A) 7y (A°) (ZieA 27Toﬁipz‘) A (Wopo + 2 iga, i0 27Toﬁz'pz'>
_ 2ica i
(ZieA Qﬁipi) A (po T2 iga,iz0 25z‘pz‘>
2icaBi

Diea ﬁi) A (pO + X iga, i20 Bi)
> 1.

This gives us k; > 1 and hence by Theorem 2.5,

A >ap<1— ,/1—k;)2> >1/2.

Actually, every equality in the last line must hold.
(b) Again, assume that 0 ¢ A. Then

J(@ (A x A°) Y iea TiGio(q V qo) ™

m(A) Am(Ae) (ZiEA 27roﬁi) N (WO + 2 igA, i%0 QWO/B")
1
]

2 iea 2B
(5va0) [(ica28) A (14 Siga iy 28]
1 ZiGA Bi
(3 Vv qO)a (ZieA Bi> A (1/2 + 2 iga, iz Bi)
1 1
GVa) 1A (124 S i) | Suen ]

N

N
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Because (1/2 + Z%A’#O ﬂi>/zi€A Bi decreases when A increases, by setting
A = {i} for a large enough i # 0, it follows that

J@(Ax A% 1/1 -
B = np S8y .
A%éAﬂ(A)A7dAF) 2(2 %O

By Theorem 1.2, we get

AL > %{1 V (2q0) + \/(1 Vv (2q0))2 -1 }_1.

Thus, the lower bound is equal to 1/2 = A\ iff g9 < 1/2. O

The following counterexample shows the limitation of Cheeger’s inequalities.
Of course, the example can be easily handled with the help of some comparison
technique. However, this suggests to us that sometimes it is necessary to examine
a model carefully before applying the inequalities.

Example 4.8. Consider the birth-death process with ag; 1 = (2i—1)2, ag; = (2i)*
and b; = a; for all i > 1. Then, we have k(1/2) = (0 and so Theorem 1.2 is not
applicable.

Proof. First, applying Theorem 4.4 to ¢; = v/i or comparing the chain with the
one with rates a; = b; = (2i)?, one sees that \; > 0. Next, because u; = 1/a;
(and hence m; = p1;/Z, where Z is the normalizing constant), we have >, p; =

O(i~'). However, \/a; Va;,_1 = O(i*). Hence SUp;>1 /@i Va1 Zj;i [ = 00.
This gives us k(1/2 = 0 by part (i) of Theorem 4.1.

Note that the choice 7;; = ¢; V ¢; (i # j) is usually not optimal in the sense for
which (1.8) often becomes inequality rather than equality. However, the improve-
ment provided by an optimal 7;; is still not enough to cover this example and so
the problem is really due to the limitation of the technique. [

Acknoledgement. We are grateful to a referee for very careful comments on the
first version of the paper, which was distributed as MSRI Preprint No. 1998-024.
The results were also announced in Chin. Sci. Bull. 1998, 43:14, 1475-1477.
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5. Appendix. Proof of Lemma 2.1, for referee’s reference but not for
publication.

Because a > 0 is fixed, we can omit the superscript “(a)” everywhere in the
proof. Denote by h, k and k" the right-hand sides of the above quantities. By
taking f = I, we obtain h > h, k > k and k¥’ > k. We now prove the reverse
inequalities.

(a) For any f > 0 with n(f) =1, let A, = {f > v}, v > 0. By the symmetry
of J, we have

DN | =

/J@%QMﬂw—f@M+KU)

:/’ J(dz, dy)[f(x) — ()] + K (f)
{f(@)>f(y)}

- /0 dfy{J({f(:L‘) >y 2 fW)}) +K({f> 7})}

_ /0 T (A % A2) + K(A))]dy

> h/ F(Av)d’}/
0

= ha(f)
= h.

Hence h > h.
(b) For any f € L} (7) with [ w(dz)n(dy)|f(z) — f(y)| = 1, by a), we have

/J@%@Mﬂ@fwﬂz2/dWUth$
> 2k/ood’y (m x m) (A, x AS)
0

:kA m(dz)r(dy)|f(z) — f(y)]
k

This proves the first equality of k().
Next, we show that

[ 15 = w()idn = sup [ toan (5.1)

g:7(g9)=0, inf.er [|[g—clloo <1



CHEEGER’S INEQUALITIES AND SPECTRAL GAP 329

where || - ||, denotes the LP-norm. First, let m(g) = 0 with inf.cr ||g — ¢/|loo < 1.
Then, because 7(g) = 0 and «(f — 7(f)) = 0, we have

[ toam = [(r = w(Pgan = [(¢ = (Pl - clan

for all ¢ € R. Hence, by Hoélder inequality, we have

‘ /fgdﬂ

< =7(Dllllg = ello

for all ¢. This gives us

‘ [ foan

On the other hand, for a given f € L!(7), set A}r ={f =2 7(f)} and 4}, =
{f < n(f)}. Take go = IA? -1 o W(A;{) + m(Ay). Then, go € L*(m)
and m(go) = 0. Finally, take cg = 1 — 27r(A;f). Then, it is easy to check that
inf. ||go — ¢|loo = ||go — ¢ollcc = 1. Therefore, we have

[ fovdn = [ 17 = w(s)lan
as required.

We now prove the second equality of £(®). Let f > 0 and set A, ={f >~}
Again, by using (a) and (5.1), we have

< NF=m(Hll wtllg = clle < 1F =7 ()l

[ s anlse) - s > 2 / " dym(Ay)m(A2)

= k/ d'y/ ‘IA7 - W(AV)‘d’]T
0
=k / dy sup / Iy, gdm
0 g:7(9)=0, infeer [|g—clloo <1

>k sup / d’y/IAwgdﬂ'
g:7(g)=0,infccr |g—cllc <1 /O

=k sup /fgd7r
g:m(9)=0,infcer ||g—clloc <1
—k [ 1~ w(pan.

Therefore, we obtain k> k.
(c) Choose ¢y € R such that w(f < cg), 7(f > co) < 1/2. Let fy = (f —co)*.
Then we have fi + f_ = |f —co| and 7(|f — co|) = min. 7(|f —¢|). For any v > 0,
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define AT = {f+ >~}. We have

5 [ I dnlr) - @) = 5 [ Inan) 1) - £ +17-0) - @]

= [ A x A3 + (A5 x4
0
> k/ [m(AF) + 7(AT)]dy = K'n(f4 + 1)
0
= K'n(|f — ol
=K minz(|f — ¢|).
This implies that &’ > k. O
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Mu-FA CHEN

(Dept. of Math., Beijing Normal University, 100875)
Received April 13, 1998

ABSTRACT. The first non-zero eigenvalue is the leading term in the spectrum of a
self-adjoint operator. It plays a critical role in various applications and is treated
in a large number of textbooks. There is a well known variational formula for it
(called the Min-Max Principle) which is especially effective for an upper bound
of the eigenvalue. However, for the lower bound of the spectral gap, some dual
variational formulas have been obtained only very recently. The original proofs are
probabilistic. Some analytic proofs in one-dimensional case and certain extension
is made in the paper.

Keywords The first eigenvalue  variational formula Neumann and Dirichlet
eigenvalue elliptic operator infinite matrix

§1. INTRODUCTION. NEUMANN EIGENVALUE

Consider the differential operator
L = a(x)d?®/dz? + b(x) d/dx

on the interval [0, D) (D < oo) with Neumann boundary condition. Suppose that
a(x) > 0 everywhere and

D dg
z::/o o el < .

where C(z) = [, b/a. Set

m(dz) = exp[C(z)]dz.

Za(x)

xProject supported in part by National Natural Science Foundation of China (No. 19631060),
Qiu Shi Science & Technology Foundation, DPFIHE, MCSEC and MCMCAS.
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On L?(7), the operator L has the trivial eigenvalue A\ = 0, we are now interested
in the nearest eigenvalue \p; that is, the smallest A such that Lf = —Af for some
non-constant f. A classical variational characterization (the Min-Max theorem)
is as follows.

M\ = inf{D(f, f): f € C*[0,D], n(f) = 0 and =(f?) = 1}, (1.1)

where D(f, f) = fOD a(x) f'(z)*n(dz) and 7(f) = [ fdr. Actually, this formula
is valid in completely general situation (refer to [1; Chapter 9] for instance). The
formula is especially powerful for an upper estimate of A; since every function f
with 7(f) = 0 and 7(f?) = 1 gives us an upper bound.

Before moving further, let us make a remark about the definition of A\;. In the
compact case (i.e., D < o0), the spectrum of L is discrete and hence A\; > 0. This
may no longer be true in the non-compact case and moreover, an eigenfunction g
(i.e. Lg = —)\1g) with respect to A\; given by (1.1) may not exist. Therefore, A\
may not be an eigenvalue in the ordinary sense. Compared with the solution to the
equation, much weaker regularity condition on the coefficients a and b is needed
n (1.1). Because of these reasons, hereinafter, we adopt (1.1) or equivalently,

M =inf{~(f,Lf): f € Z(L), n(f) =0, n(f*) =1},

as the definition of A;(cf. [1; Chapter 9]), here L is regarded as the L?-operator
with domain Z(L).

It is well known that estimating the lower bound of A; is a much harder prob-
lem. Even in the present simple situation, only very recently the following dual
variational formula has been presented(?!.

Theorem 1.1. Let . ={f: f'>0o0n (0,D) and 7(f) > 0}. Then, we have

-1
—C(z) D C(u)
A1 = sup inf € ; / Fue du . (1.2)
rez ze(0.0) | f'(2) J.  a(u)
Moreover, the equality holds once the equation af” +bf’ = —\1 f has a non-constant

solution f € C?[0, D] with f’(0) = 0 and f’(D) = 0 when D < oo.

The word “dual” comes from the fact that the “inf” in (1.1) is replaced with
“sup” in (1.2). It is now quite easy to get a meaningful lower bound of A\; by
applying (1.2) to a suitable test function f € .%. Note that there is no common
point between (1.1) and (1.2). This explains the reason why such a simple result
has not appeared before even though the topic is treated in almost every textbook
on differential equations. The result was proved in [2] by using a probabilistic ap-
proach (i.e., the coupling method). The main purpose of this note is to introduce
an analytic proof of (1.2) based on (1.1), as well as all the one-dimensional re-
sults presented in [2]—-[4] with some extension. It is worthy to mention that for
the higher dimensional situation, the coupling method enables us to reduce the
general problem to compute the distance, which then turns to the problem on the
half-line only. In other words, the one-dimensional result is the key step from the
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result of ref. [5] to the general formulas for the lower bound of spectral gap in refs.
[2]-[4]. Finally, one may combine Theorem 1.1 with Bakry and Qian! to deduce
an analytic proof for the general formula for Laplacian on compact manifolds.
The remainder of the note is organized as follows. The proof of Theorem
1.1 is given right below to illustrate more or less the main technique adopted in
the paper. The approach enables us to avoid a localizing procedure used in the
original proofs. In the next section, we study the full-line or the mixed eigenvalue
problem on an interval. The last section is devoted to the discrete space, i.e., we
deal with some infinite matrices instead of the differential operators studied here.
In particular, we will show by an example the limitation of the present technique.

Proof of Theorem 1.1. a) Set

e—C(2) C(u)

Let g € C1[0, D] with 7(g) = 0 and 7(g?) = 1. Then for every f € .#, we have

- /D (d2)r(dy)lg(y) — g())?
- [ stasmian( [ st/ TyTwan)

/{Ky} m(dy) /xy gl(u)Qf'(U)ldu/x £(€)de

by Cauchy-Schwarz inequality)
—C(u)

(
yau (w)2eC™ S gy — f(x
[ (@) [ et e Emesan ) - )

/O afu du)ZJi,_(Z;") | ) [ U (@) ) - F@).

(1.3)

But

/0 uw(dm) /UD m(dy) [f(y) — f(2)]

:/Ouﬂ(dx)/qu( r(dy) — /f / r(dy)
:/qu(y)ﬂ(dy)—/u 7T(dﬂff)/u fly)m(dy) - /f / m(dy)
-/ 7 fyym(dy) — [ / ; w(dm] / " Fwyr(ay) <

1Bakry, D. Qian, Z. M., Comparison theorem for spectral gap via dimension, diameter and
Ricci curvature, preprint 1998
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D
< [ty (since w(7) > 0
1P f(y)ef®)
_Z/u a(y) -

Combining this with (1.3), we obtain

D
/0 a(x)g' (z)?n(dz) > inf I(f)(x)"'.

z€(0,D)

Then (1.2) follows by making the infimum over g and then the supremum over
fez.

b) The proof of the last assertion of Theorem 1.1 is more technical but it was
largely done in [2]. By the assumption, there exists an f € C?[0, D] such that
af’"+bf' = =X\ fon[0,D] with f/(0) = f'(D) = 0. Then, by [2; Proposition 6.4]
and the discussion above [2; Lemma 6.2], it follows that {I(f)(x)}~! > A for all
x € (0, D). Thus, the equality in (1.2) must hold. Indeed, by [6; Lemma 2.3], we
have moreover 7(f) =0. O

§2. THE CLOSED AND MIXED EIGENVALUES

In this section, we first study the closed eigenvalue problem for the operator
L = a(z)d?/dz?+ b(x) d/dz on the full-line and then the mixed eigenvalue on an
interval.

In the present situation, we use the same function C'(z) and the probability
measure m(dx) introduced in the last section but now

7Z = / €@ /a(z)dz < 0.
R
The definition of A; is the same as in (1.1) but with redefined

D, f) = / a(x) /() (da).

Next, set
F ={feC'YR): f >0and n(f) =0}

For each f € %, denote by xo = xo(f) the unique zero-point of f and put

—C(x) o Clug
¢ / fwe “ +(z — z9) > 0,

(1)) = s o
FE() = s ().

+(x—xz0)>0
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Theorem 2.1. We have A\; > sup;cz [67(f) Vo~ (f)] "
Under mild assumption, the above equality can also hold. Refer to [2; §7].

Proof of Theorem 2.1. Given f € ., to simplify the notation, assume that zo = 0.
Similar to (1.3), we have

Y g'(w)?
v [ sty [ G ali) — 1)

) , ) ZG—C(u) u oo B .
= | et e T [t [ ) () - @)
0 ) ) ZefC(u) u o] B .
+ [ afu)g (el T / () / w(dy) [f(4) — £(2)].

(2.1)

Next, for each u > 0, we have
| o [ wtaw) (1) - 1)

- Lir(dx) | twntan - [ swniao) [ty

= [" st - [ [“wtan) [ swmtan + [ stmian)
(o) +oo

= [ stwmtan - | [t [ )

= [ () Gince x() = 0), (2:2)

On the other hand, for each u < 0, we have

/_;“dx) / " n(dy) [f) — £(@)]

= /Z:Tr(d:n) /uoo fly)m(dy) — /1; f(x)m(dz) /uoo m(dy)

— /u_oo f(z)m(dz) +/_uoo f(z)m(dz) /_; m(dy)
+ /_; m(dz) [O f(y)m(dy)
-/ T f@)m(da) + [ /- n(dxﬂ / ™ fy(ay)

— 00

_ / T F)r(dn). (2.3)
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Combining (2.1)-(2.3), we obtain
oo e~ C(z) poo f(u)ec(“)
1< a(z)g (x)’m(dx du
< [ e@ga@rean s [ R0
0 e—Cla) p=00 £01oC(u)
+/ a(x)g (z)*m(dz) / f(w) du

N ) a(u)
() 0
<57 (f) / a(z)g'(2)?m(dz) + 67 (1) / a(z)g' () (dx)
+o0
< [5*() v 6~ (f)] / a(z)g'(z)?m(d).

Now, the assertion of the theorem follows immediately. [

We now turn to study the mixed or Dirichlet eigenvalue problem. That is the
same operator on [0, D] (D < oo) with Dirichlet boundary at 0 and Neumann
boundary at D when D < co. The problem not only has its own interest but also
plays a key role in the higher-dimensional situation since the coupling method
reduces the general case to the present one [3]—[5].

Recall that

A = inf{D(f, ) : £(0) = 0, f(D) =0 and (f2) = 1},
where D(f, f) is the same as in Section 1.

Theorem 2.2. Set % = {f € C'[0,D] : f(0) =0 and f' > 0on (0,D)}. Then
we have
M > sup  inf  I(f)(z)7 %,
12 sup il (f)(x)
where I(f) is the same as in Section 1. Moreover, the equality holds once the
equation af” +bf’ = —\1f has a non-constant solution f € C?[0, D] with f(0) =0
and f/(D) =0 when D < oo [See also Appendix to the paper [8] in this book].

Proof. a) The proof for the first assertion is quite similar to the proof a) of The-
orem 1.1. Given f € .Z, for every g with g(0) = 0 and 7(¢g?) = 1, we have

D

1 g(x)*m(dz)

2

c\wC\

—

g(z) — g(0))

WAONICTRN.
(/ 700 d) )

P Tgw)? o[
w(de) [ G [ (egae
b Ze €W

D
-/ m(du)a(u)g (u) TR L m(dz) f(x)

e—Cl(z) Df(u)eC(u)
< D(g,9) sup / du.
9.9) s @y ), e

m(dx)

I
S~
>

VAN
N

S
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b) To prove the last assertion, we again follow [2]. By assumption, there exists
an f such that —af” —bf’ = A f with f(0) = 0 and f'(D) = 0 when D < oc.
We first show that f’ > 0 on (0, D). Note that [2; Lemma 6.2 and Lemma 6.3]
are valid. Moreover, the proof a) of [2; Proposition 6.3] shows that f is not a
constant on [0,p) and f(p) # 0, provided f’'(p) = 0 for some p € (0,D). Take
9= [Iop + f(p)(p,p]- Then g is not a constant, g(0) = 0 and ¢'(D) = 0. Now
we have

P P P
W(ag’2):/0 af'Qdﬂ:—/O (fo)d?T:)\l/O f2dr,
P
2/0 f2dm + f(p)*n(p, D).

Hence

(ag’ ) - M fy f2dm

Jo f2dm + f(p)*=(p, D)
We have thus proved f’ > 0 on [0, D). Next, since
(f'e?) = (af" + bf")e /a,

by the boundary condition at D, we get

A1 < <)\1.

D
‘/ ﬁc = (f'e)2 = ('€ D) = (f'e) (@) = —(f'e“) (x).
That is I(f) = A\; " on (0, D). O

§3. DISCRETE CASE

Consider a class of matrices @ = (¢;;) on a countable set E: ¢;; > 0 (i # j),

0<qi=—qyu= ZQij < 0.
J#i

Assume that m;q;; = 7;q;; for a probability measure (7; > 0:¢ € E) and all 4, j.
Then the corresponding operator

qu fi) 1€ K

becomes symmetric on L?(), for which we have

Zﬂ-lql] z

with domain 2(D) = {f € L?(r) : D(f, f) < co}. Next, by [1; Theorem 9.9 and
Theorem 6.61], we have

M = inf{D(f, f) : 7(f) = 0 and 7(f?) = 1}.
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We now define a graph structure associated with the matrix @ = (g;;). We call
(ij) an edge if ¢;; > 0 (i # j). The adjacent edges (ii1), (i1i2), -, (inj) (i,j and
ir’s are different) consists a path from ¢ to j. Assume that for each pair i # j, there
exists a path from ¢ to j. Choose and fix such a path 7;;. Next, define a positive
weight function {w(e)} on the edges e = (ij) and set |y;j|w = Zeé'y”- w(e). Put
a(e) = m;q;; if e = (ij) and set

Iw)e) = ————— Y Nijlumm,

a(e)w(e) Girsse

where {i,j} denotes the disordered pair of i and j.

Theorem 3.1. We have \; > sup,,cy inf. I(w)(e) .

Proof. For simplicity, we write f(e) = f; — fi if e = (ij). By Cauchy-Schwarz
inequality, we get

5= (X 10) < (2 2D n

e€ij e€Yij

Thus, for each f with 7(f) =0 and 7(f?) = 1, we have
1 2
1=35 Zﬂﬂj(fi = i)
Z?]

=> Wﬂj( > f(6)>2

{i,7} e€Yij
fle)?
< Z 7Ti77j< Z w((e)) i |w
{i,g} e€Yij

1
= a(e)f(e)zT Z Vi i
{ihj}:'yijae
< D(f, f) supI(w)(e). O

From the proof, one sees that the use of the graphic structure is quite natural
since only those pair {7,j} with ¢;; > 0 appear in the Dirichlet form D(f, f).
However, we now show by an example that the graphic structure is not completely
necessary.

Example. Take E = Z., qo; = B > 0, o = Y poq Br < 00, qio = 1/2 (i > 1)
and ¢;; = 0 for other ¢ # j. Then mo = (14 2go) ™", mp = 2mfk (k > 1). It is
easy to check that \y = 1/2.

For each ¢ # 0, there is only one path (without loop) 7p; consisting of the single
edge (07) and for each pair i, j # 0, there is only one path ~;; consisting of the
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edges (i0) and (0j). Denoting by w, a weight on the edge (0¢) (¢ > 1), we have

1
Iy(w) = —7—~— T Vi lw
a((06) )wy {m}%sm Y

1
= e (We + Wy +7T07Tgwg:|
moSewy L;e j( j)

= 1 [ Z 47Tgﬁg,3j(1 + wj/wzz) + 2786£:|

oS¢ o

— 2 [1 + ) 28,1+ wj/we)]

J#0,¢

= 2mg [1 + ZZﬂj +225jwj/we —4/34

jz1 Jjz1
= 2mg |:1 + 2q0 + QZﬁjwj/wg — 4ﬁg:| .
j>1
By Choosing w; = 1, we get a non-trivial lower bound:

_ 1+2 1
1_+QO<7

. -1 __
A1 > l}gg I(w)™" = [2m0(1 +4q0)] = 2 + 8¢o

Is it possible to get the sharp bound by choosing a better (w;)? To see this,
consider the set

Wy = {w eW . C(w):=sup [Zﬂjwj/wg - 2@3] < oo}.
e>1 |4
jz1
Then, for each w € %, we have Zj>1 Bijw; < (C(w) + Qﬁg)wg < oo. This
implies that infy>; w, > 0. Because of the homogeneous, we may assume, for
each w € #4, that infy>y wy = 1. Then C(w) > sup,s, {qo/we — 2sup;5, B} =
qo — 28upy>4 B, w € #1. Hence

-1
sup inf I,(w)~! = sup {supfg(w)}
wew €21 wewy =1

1 _
= — sup {1l +2g+2C(w)} "
27‘(‘0 wEWl

—1
1
= —<14+2 2 inf C
%0{ o+ inf <w>}

1
1
<o {1+2QO+2[QO_2SHPB£:|}

21 0>1
1

2mo(1 + 2qp)

=1/2

= A1,
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whenever qo > 2sup,s; B¢ (a simple example is 3, = n~17¢ for small enough
e > 0). This means that the estimate provided by Theorem 3.1 may not be sharp
due to the specific graphic structure. However, it was proved that the coupling
method does achieve the sharp estimatel®! (Here, we mention that the condition
“go 2 0V ---7 in [3; Example 3.5] can be removed). The sharp estimate can be
also achieved by using the Cheeger’s inequality!”. O

Of course, in practice, the key of Theorem 3.1 is the choice of {w(e)} especially
for infinite E. For finite F, the theorem was appeared in [8] with the simple
choice w(e) = a(e)™!. Ref.[9] used w(e)~! instead of w(e) used in this paper.
Our representation has a meaning that the value of the weight function at an
edge is given by the difference of the eigenfunction at the two endpoints of the
edge. This corresponds the derivative of the eigenfunction appeared in Theorem
1.1. The idea is illustrated by the following variational formula due to [3].

Theorem 3.2. Let £ ={0,1,2,--- ,N}, N <00, ¢it1 =b>00<i<N-1),
giji-1 =a; >0 (1 <i< N)and g; =0 for other i # j. Denote by #  the set of all
strictly increasing sequence (w;) with Zﬁ\;o piw; = 0 and define

Ii(w) = W, 0<i<N-1,
i bhuz(wH_l*wl jzz;d A
where ; )
o = 1, Mn:w’ 1<n<N.
al---Qp

Then, we have

A= f L(w)™"
! 516171,)/ 0<112N 1 i(w)

Proof. a) Recall that the distribution (m;) is determined by m; = pi/ > ;54 #1
0 < i < N. Denote by e; the edge (i,i + 1). Clearly, for each pair i < j,
there is only one path without loop consisting of e;, e;41,- - ,ej_1. Take w(e;) =
Wi4+1 — W;. Then

Veelw = (W1 — wi) + -+ + (wg — we_1) = Wy — wy.

Thus,

i N
S melememe =) Y mmp(we — wy)

{k L} vrede; k=0 ¢=i+1
= E Tk E TeWe — E TEWE E )
k=0 l=1i+1 f=i+1

¥ mwe—(Z ) > wwe—mek > =

(=i+1 k=1+1 l=i+1 l=i+1
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£ () B

l=i+1 k=i+1

N
<Z7rewe, 0<i<N-—1.
l=i+1

By Theorem 3.1, we have proved the assertion replacing “=" with “>”.

b) To prove that the equality holds, we first show that the present formula
coincides with part (2) of [3; Theorem 1.1]. In the last result, wy was left to be
free and the condition “Zf.V:O piw; > 07 here was replaced by “Zf-vzl piw; > 07.
Because of the strictly increasing property, the latter can be implied by the former
one. Actually, the conclusion is trivial when wg < 0 since

N
E Hiw; 2 —HoWo = —Wq.
i=1

On the other hand, if wg > 0, then we must have w; > 0 and hence

N N
Zﬂiwi > wq ZM > 0.
i—1 i—1

Besides,
bo(1+ wq)/ Zj.vzl pjw; = pobo(—wo + w1)/ Z;-V:1 Hj W

whenever wy > 0, otherwise we replace (w;) by (w; = w;/|wg|). It follows that
the initial condition Ip(w) given in [3; (1.3)] is also included in the present Iy(w)
for suitable (w;) which may be different from the original (w;). We have thus
proved the required assertion.

Finally, we return to prove the equality mentioned above. The key fact is that
the eigenfunction g of A\; must be strictly increasing [3; Lemma 4.2] and so we may
take w = g. Moreover, we indeed have m(g) = 0 (cf. [6; Lemma 2.2]), this gives
us m(w) = 0 as we required. Then, some computation shows that I;(w) = A\; " for
this specific w = g.

We now prove the strictly increasing property of the eigenfunction g (since the
proof d) of [3; Lemma 4.2] contains an error). For convenience, we set ag = 0 and
by =0 when N < co. Let A1 > 0 and g be a solution to the equation g = —A1g
with go < 0. By [3; Lemma 4.1], we have

ﬂ-nbn(gn—O—l - gn) = _)\1 Z?:O TiGis 0 <n < N. (31)
Hence g1 > go. Suppose that there exists an n with 1 <n < N — 1 such that

go < g1 <0 < In—1 < gn 2 In+1 (32)

We are going to prove this is impossible.
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By (3.1), we have g < (resp.=) gr+1 < Z?:o m;g; < (resp.=)0 for 0 < k <
N — 1. Again, as in [3], set g, = — Z?;ol 7:9i/Tn. Then it was proved in [3] that

Z m;g; + ann =0, (34)
i<n—1
In 2 Gn = an(gn — gn—1)/A1 > 0. (3.5)

Take g; = gilji<n] + gnljizn)- Then, we have

271—7,?12 = Z Ti9; +gnzﬂ—z’

i<n—1

Z Tig; = Z Tigi + Gn Z Ty = gn Z i — Tngn (by (3.4)).

i<n—1

Hence

2 N 2
ZW@?— (me) = Z 7TigZ+gnZ7Tz (%Zm-%%) - (3.6)

i<n—1

Next,

=Y m(@9) (@) =M Y migl + Tntngn(gn — Gn1)

<n—1
=\ Z Wigf + Alﬂngngn (by (35)) (37)
<n—1
We now prove that
N N 2
anngn < QTQL Zﬂ'i - (gn Zﬂ'i - 7rn§n> . (3'8)

Since g, > 0 by (3.5), (3.8) is equivalent to

5o & N A
n i=n i=n gn
or

(Zm —ann> < Zm —ﬂngn.
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The last inequality holds because 0 < g, < gn, 0 < Zi\;n T — Tndn/gn =
Y isne1 i + (1 — gn/gn) < 1. We have thus proved (3.8). Combining (3.6)-
(3.8), we get

— > mi(9€29) (i)
>imigs — (30, migs)?
A1 Zignf1 7Tigi2 + M TnGngn

N N ~ \2
Zign—l 7T’igi2 + g721 Zi:n T — (gn Zi:n Ty — Tann)
< )\1)

A1 <

which is a contradiction. [

Having Theorem 3.2 at hand, it should not be difficult to study the birth-death
processes on the whole Z, as a parallel to the diffusion on the whole line. However,
we will not go to this direction.

We now turn to study the Dirichlet eigenvalue for general Markov chains. Fix
a point, say 0 € E. Then the Dirichlet eigenvalue is defined by

A = inf{D(f, f) : f(0) =0 and 7(f?) = 1}.

For each i € E, choose a path v; from 0 to ¢ (without loop). Again, choose a
positive weight function {w(e)} on the edges and define |v;|, = >_ . w(e),

Iw)(e) = ———— 3 ilum.

a(e)w(e) i#0: v; e

Theorem 3.3. We have \; > sup,, inf. I(w)(e)~t.
Proof.

1= ZT['Z‘fE

i£0

= Zm(fi - fo)2
i£0

-3 (3 50)
1#0 ecy;

< Zm‘ Z {U((ee)) Vi lw
i#0  e€v;

= ale)f(e)’I(w)(e)

< D(f, f) Slipf(w)(e)- O
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Theorem 3.4. Let (a;,b;), (i), (I;(w)) be the same as in Theorem 3.2 but replace
W by the set of all strictly increasing sequence (w;) with wg = 0. Then we have

A\ = £ L(w)t.
1= sup nf o i(w)

When by = 0, the conclusion remains true if one redefines

Ii = 5
(w) w;) Z fijw;

az+1uz+1(wz+1 j=it1
where b b
pr =1, fn = - .n_la 2<n<N,
a2 .. .an
D(f)= Y #bilfinn—f)+Faf7,
1<i<N -1

M = f{D(f) : fo=0,7(f?) = 1}.
Proof. a) Again, let e; be the edge (i,i + 1). For each ¢ > 1, there is a path

consisting of eg, ey, -+ ,e;_1. Take w(e;) = w;+1 — w;. Then
N N
ST kleme = D (wp —wo)mp = > mhwy.
k:ykDe; k=i+1 k=i+1
Now, the inequality “A; > ---” follows from Theorem 3.3.

b) The remainder of the proof is similar to the second part of the proof of
Theorem 3.2. However, we still present the details here for completeness. Let
A1 > 0 and g #Z 0 with gy = 0 be a solution to the equation Qg(i) = —A1g;, 1 <
i < N. Here, we adopt the convention that ag = 0 and by = 0. The key to
prove the equality is to show the strictly monotonicity of (g;). Once this is done,
without less of generality, assume that g; T, then we have

Ii(g) = Z 195 = (3.9)

az+1/lz+1(gz+1 j il

for all 0 < i < N — 1 and hence the required assertion follows.
c¢) To see that (3.9) holds, first, we show that

n

-1 Zﬂ-z’gi = Tp410n+1(Gnt1 — Gn) — 10101, 1<n<N. (3.10)
1

Here, we use the convention ay11 = 0 provided N < oo. The proof is easy:
n n
—)\1 Zﬂ'igi = Zﬂ'zgg(l)
1 1

n
Z miai(gi—1 — 9i) + mibi(giv1 — 9i)]
1

n
:Z —Wzaz i 9i—1)+7n+1ai+1(gi+1—gi)]
1

= 7Tn+1an+1(gn+1 - gn) — m1ai191-
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[Added to the original proof: Let u; = g;+1 —¢gi, 0 < i < N —1. Even though it is
not necessary but for specificity, we set uy = 1 when N < oco. By eigen-equation,

we have
biu; — a;u;—1 = —A19i, 1<e<N.

Then,
Rz(u) = (CLZ‘+1U1‘ — b¢+1ui+1 — a;U;—1 + bluz)/uz =) >0, 1<i<N—-1.

By (3.10) and the assumption g; 71, go = 0, it follows that

n
0 < finp1@nirtin = prargy — A1 Y pigi < paaigi, I<i<N-1L
i=1

Thus, fp4+1an4+1uy is decreasing in n and

0 g c:= lim Hn+1An+1Unp g MH1a19i-
n—N

Note that ¢ = 0 when N < oco. Next, let
w; = a;ui—1 — biu; +¢/(— po) = A1gi +¢/(p— po) >0, 1<i<N.

Then (w;41 —w;)/u; = Ri(u) = Ay > 0 for all 1 <4 < N — 1. This implies that
w; 1. Therefore,

N N c N
D omwy = > (wgaguin — pbjuy) + ——— > p
j=it1 j=it1 w=Ho ;=7
N c N
= > (gaui = pyraageang) £ ——— >y
j=i+1 K= ko .27,
N
= Ui+1G;41U; — C+ g
' K= fo jzi;rl ’

C .
= Pit1@ip1U; — E s 0<i<N-—-1.
B R0 G

Define additionally wg = 0. Since wy > 0, it is clear that w € #". We have

N
Li(w) ™ = pip1ai41 (wipr — wz)/ Z MWy

J=i+1

c
= Ni+1ai+1Ri(u)ui/ [Mz‘+1ai+1ui - Z Nj:|

m = Mo 1<
-1
C
(M - Mo)Mz‘+1ai+1Ui lg:@. I

>A, 1<i<N-1 (3.11)
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Iy(w)™" = Nlalwl/ZMkwg
)/alﬂluo
— o

= p1ay (Muo +
C

(M - Mo)uo
> A (3.12)

=\ +

Collecting these two estimates together, we get

sup inf L(w)"'> inf  Li(w)"'= ).
dew O0SiSN—1 0<i<N -1

Combining this with proof a), we know that

. -1
Ogiléljﬁf—l Ii(w)™" = A1 (3.13)

When N < oo, we have ¢ = 0 and so w; = A1¢;. Hence (3.9) holds by using (3.11)
and (3.12) with this w and ¢ = 0. We now show that when N = oo, we still have
¢ =0 and so (3.9) also holds. Otherwise, since p;11a;+1u; is decreasing in i, we
have infi<;<n—1 Ii(w)™! = I;(w)~!. From this, by using (3.11) and (3.12), we
must have a contradiction with (3.13) provided ¢ > 0.

We have thus completed the proof of (3.9) under the assumption that g; 1.

This note is published in the author’s book: FKigenvalues, Inequalities, and
Ergodic Theory, Springer 2005, §3.8.]

d) We now prove the strictly monotonicity of the eigenfunction (g;) of A;. By

(3.10), we have g1 # 0. Otherwise, by induction, we would have g; = 0 for all
1 > 1. Thus, we may assume that g; > 0. Suppose that there is an n with
1 <n < N —1 such that

0:.90 <g1 << Ggn-1<Gn >gn+1-
Define g; = gilji<n) + gnljizn)- Then, we have

Zﬂ'zgs = Z Ti9; _’_gnzﬂ-u
%

i<n—1

- Zﬂl<§Q§)(Z) =\ Z 771'912 + 7Tnangn(gn - gn—l)-

i<n—1

Note that

Algn = —Qg(n) = bn(gn - gn+1) + a’n(gn - gnfl) = an(gn - gnfl)'
We have

7"—nangn(gn - gn—l) Alﬂngn < Algn Z .
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Therefore,
A\ < — Zz 7 (9€29) (1) _ A1 Zignfl Wig? + Tn@ngn(gn — gn-1) A\
1S S mige o $ T2 + 221\7 ‘ < At
@ T i<n—1Ti9; T 9n 2 i=pn i

which is a contradiction.

e) As for the last assertion of the theorem, simply note that in the above proofs

a)—d), we make no use of my (recall that gg = 0) and by. Moreover, the original
I;(w) is homogeneous in (y;). [Added in proof: Actually, when by > 0,

Ez;o mibi(fix1 — fi)?

Av= > o0 Tif?
_inf Yis1 mibi(fiyr — fi)? + man f}
f#0 Dis1 Tif?
— inf Dis1 1ibi(firr — fi)? + paar f7
f#0 D is1 i f?
i Dis f1ibi(firr — fi)* + ﬂ1a1f12.
f#0 Ei>1 /]ifiQ

Thus, we are studying the process with Dirichlet form

D(f) :Zﬁibi(fi+1—fi)2+ﬁ1a1f12 <7~Tz’ = ﬂi/z,&j)

i>1 i1

on the state space {1,2,-- - } and with killing rate a;. No role is played by by.] O
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ABSTRACT. This paper deals with the Nash inequalities and the related ones for
general symmetric forms which can be very much unbounded. Some sufficient con-
ditions in terms of the isoperimetric inequalities and some necessary conditions for
the inequalities are presented. The resulting conditions can be sharp qualitatively
as illustrated by some examples. It turns out that for a probability measure, the
Nash inequalities are much stronger than the Poincaré and the logarithmic Sobolev
inequalities in the present context.

1. INTRODUCTION

Let (E,&,m) be a o-finite measure space and denote by LP(m) the usual LP-
space of real measurable functions with norm ||-||,, (p € [1,00]). Given a symmetric
form D(f,g) with domain (D) on L?(r), we are interested in the inequality

F1T4 < n DS 1) + AR I, feL?n) (1.1)

for some constants 0 € [0,00), p € [1,2] and v, 71 = 11(d,p,v) € (0,00). When
7 is a probability measure and D(1,1) = 0, the inequality (1.1) with 6 = 0 is
meaningless for constant f. In and only in this case, we consider an alternative
inequality as follows.

Var, (f)*72/ <o 'D(f, ) 1F113/7, feL(n) (1.2)

for some constants p € [1,2], v, n2 = n2(p,v) € (0, 00).

The situation where v = oo in (1.1) and (1.2) is excluded since it can be reduced
to the case of p = 2. When 7(E) = 1, the inequalities usually become stronger
for smaller p since L'(7) D LP(r). In particular, in the strongest case p = 1, they
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are called the Nash inequalities!®). In the weakest case p = 2, (1.2) is equivalent
to the Poincaré inequality:

Var,(f) < AT'D(f, f),  fe€L(n) (1.3)

for some A\; > 0. To see this, replacing f with f — 7(f) in (1.2), where n(f) =
J fdm, we get (1.3). Noticing that

Vary(f) =inf |[f —cll3 < /3,

(1.3) implies (1.2). Finally, when p € [1,2), as we will see very soon, (1.2) implies
the logarithmic Sobolev inequality

/ Ploglf/If 12l dn < o' D(f, f),  fe L) (1.4)

for some o > 0. Here and in what follows, the constants 71, 72, A1 and o denote
the largest one for which the corresponding inequality holds.

We now explain the probabilistic meaning of (1.1) and (1.2). Suppose that
(D,2(D)) is deduced from a symmetric Markov semigroup (P;);>0 on L?(m).
Then, under some mild assumptions, following the proof of Carlen, Kusuoka and
Stroock [2; Theorem 2.1], it can be checked that (1.1) and (1.2) are equivalent
respectively to

v/2
Pl (5) e e (15)
and
N
1P, — Tllporg < (277215) . >0, (1.6)
where | - ||, denote the operator norm from LP(r) to Li(x), p~' 4+ ¢! = 1.

We remark that one may get different constant 7; when we go back from (1.5)
to (1.1) and similarly from (1.6) to (1.2). Thus, the inequalities (1.1) and (1.2)
describe the uniformly algebraic decay of the semigroup (P):>o.

On the other hand, when 7(F) = 1, it is well known that (1.3) is equivalent to

1Pf = a(f)lla < If =7()llze™™  t>0, feLn) (1.7)

(cf. [3; Chapter 9]). Besides, by the well known Gross theorem, (1.4) is equivalent
to

|P|lpsg <1, forall 1<p<g<oo with e >(¢g—1)/(p—1) (1.8)
Note that the proof of (1.6) comes from
1P = s < 1Pyja = 7l < (v/ (1)) < .
Hence, we have

1Pill12 < | P = 7lhsa + | 7]lise < oo for all ¢ > 0.
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Thus, once (1.2) holds with p € [1,2), we have not only |FP||,—2 < oo but
also Ay > 0. Hence by (cf. [1; Theorem 3.6 and Proposition 3.9]), (1.4) holds.
Similarly, when 7 is a probability measure and D(1,1) = 0, (1.1) (with 6 # 0) plus
the existence of spectral gap also gives us (1.4). However, the inverse statement
is not true in general, i.e., (1.4) or (1.8) is still not strong enough to imply (1.2)
for any p € [1,2) as will be shown in the next section. The reason is that the
hypercontractivity (1.8) does not guarantee an algebraic decay of the semigroup,
especially there is not enough information for sufficient small ¢.

The above discussion exhibits a very interesting phenomena. When p increases
from 1 to 2, the inequality (1.2) is believed to be weaker and weaker, but each one
with p < 2 is stronger than (1.4) and at the end point p = 2, it becomes weaker
than (1.4) suddenly. The intuitive reason for this phenomena is that the function
log = is slower increasing than any z7 (y > 0) as z — 0.

However, it is much more interesting that when p varies over [1, 2), the inequal-
ities given by (1.1) are qualitatively equivalent, and so the ones given by (1.5) for
all p € [1,2), in the sense that the positive constants v and 7, are allowed to be
different. The proof is rather easy. By Holder inequality, we have

. 2/p-1 ) 1-1/p B B
Hf||p<[ / f<2—p>'2—pdw} [ / f<2p—2>'p—1d7r] A

Thus, if (1.1) holds for some p € (1,2), then

< [DU ) +SIFI3] 1Y
< DU )+ SIFIZ] NS E 0 B2,

Dividing both sides by ||f|]g(2_2/p)/y < 00, we obtain

4(2/p—1)/v _ (2o 1)
Hf”§+ (/p=1/ <M ! [D(f, )+ 5”f”%} HfH1(2/p 1)/

which is nothing but (1.1) with p = 1, and with v being replaced by v/[2/p — 1].
The same conclusion holds for (1.2) and (1.6). Thus, in what follows, when talking
about (1.1) and (1.2), we will always fix p = 1.

The symmetric form (D, (D)) considered in the paper is as follows:

D(f.9) =5 [ Iedy)lf(e) = Fw) lo(o) ~ 9lo)] + [ K(do)f(@)gle)
f.9€ D)= {7 € P’(x) : D(f.f) < oo,

where J and K are non-negative measures and J is symmetric: J(dz,dy) =
J(dy, dx). Without loss of generality, assume that J({(z,z)} : z € E) = 0.

The typical form in our mind comes form the symmetrizable jump process
for which we have a g-pair (¢(z),q(z,dy)): q(z,E)< g(x) < oo for all x € E.
Throughout the paper, we assume that g(x) < oo for all x € E. The sym-
metrizable property simply means that the measure m(dz)g(x,dy) is symmet-
ric, which gives us automatically a measure J. Then, the killing measure is
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given by K(dx) = n(dz)[q(z) — ¢(x, E)]. For more details, refer to [3]. Next, if
[J(dz, E) + K(dx)]/7(dx) is bounded (7-a.e.), then for the corresponding form,
we have 2(D) = L?(7).

Clearly, the inequalities (1.1) and (1.2) are not easy to check directly, the goal of
the paper is to find some more explicit conditions. For sufficient conditions, we use
the discrete analog of the isoperimetric inequalities, introduced by Varopoulos!®!
(See also Saloff-Coste [7]) for Markov chains with probability kernel (i.e., the
operators are bounded above by 1). However, here we handle with the general
symmetric forms which can be very much unbounded and have not been studied in
the literature as far as we know. To overcome this difficulty, we need some ideas
developed in our previous study on the Cheeger’s inequalities [5] in which the
spectral gap A\; was studied in detail. The first idea adopted here is a boundizing
procedure. Take and fix a non-negative, symmetric function r € & x & and a
non-negative function s € & such that

Oz, E) + KO(d2)]/r(de) <1,  mae., (1.9)
where
J(dz, dy) K(dz)
J O (dz,dy) = I geso———t, K ®(dz) = Ig@yeso— 2y a 0.
(dz,dy) {r(z,y)>>0} r(z, ) (dx) {s(z)>>0} s(z)e o

Throughout the paper, we adopt the convention that v = 1 and s® = 1 for
r,s > 0. For jump processes, when 7 is a probability measure, one may simply
choose r(x,y) = q(z)Vq(y) = max{q(z),q(y)} and s(z) = g(x). Correspondingly,
we have symmetric forms (D(O‘), .@(D(D‘))) defined by (J(®, K(®)). However, in
what follows, we need only three cases a = 0, 1/2 and 1. When a = 0, we return
to the original form and so the superscript “(«)” is omitted from our notations.
We remark that when o < 1, [J(®)(dz, E) + K(®)(dx)]/n(dz) may no longer be
bounded (7-a.e.).
Next, for each B € &, define

AN (B) = inf {D(f, f): flpe =0 and w(f?) =1}

and set /\(()O‘) = )\l()a)(E). For the use of the results below, we mention that by [5;
(2.4)], we have

Ag”>1—m:h<”2/[l+m}

and the proof (b) of [5; Theorem 1.2] gives us

)3 10 [0

n(B)<1/2

where h(1) and k(" are Cheeger’s constants:
(@) (A x A®) + K (A
h(oc) — inf J ( X ) + ( ),
7(A)>0 m(A)
k‘(a)/ _ ‘nf J(a)(A X AC)
n(A)€(0,1/2] m(A)

Now the main results of the paper can be stated as follows.
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Theorem 1.1. Given constants § € [0,00) and v € [1,00). Define

T2 (A x A¢) + KO/D(A) + 6m(A)

5= inf 1.1
S ﬂ(A)lél(O,oo) m(A)w=1/v (1.10)
Then
£ < 2= AMS 2D I, i s=0 (1.11)
1F13T < 2[(2 - Aé”)S;jD(f, £ +82fl3] [Filkas
if §#0, fecL?n). (1.12)

Theorem 1.2. Let 7 be a probability measure and K (dx) = 0. Define the isoperi-
metric constant I, as follows:

, JU/2) (A x A°) , JA/2) (A x A°)
L= nf S LXD) gy —
o<m(A)<1/2 w(A)w-D/v 0<r(A)<1 [1(A) A m(A°)] (v=1)/v

Then
Var, (f)'+2/Y <min {2 922/v (2 — inf )\(1)(3)>}1_2D(f ) Hf”yy
’ x(B)<t/2” "’ v ’ b
f € L*(m). (1.13)

When v = 00, S, 5 = (1—0)h(1/2) (§ < 1) and I, = k(1/2)" (recall the notations
h(®) and k(@) given in two lines above Theorem 1.1). This is just the case studied
in [5]. Next, define

) JA/2 (A x A°) + K(/2) (A
S,(r)=inf ( =y ( ),
m(A)e(0,r] (A)

r € (0,00).

Then, a sufficient condition for lims_,~ S, s > 01is that S, (0) := lim,_, S, (r) > 0.
This is easy to check:

Sy = inf inf >Sy7’/\(57“1/l/>0.
° TI'(A)E(U,T][ ]/\W(A)G(T,OO)[ ] ( ) [ ]

Conversely, if there is a sequence {A,,} C & such that 7(A,,) — 0, then the inverse
implication also holds since

0< S,5 < Um[S,(r) +dr'/"] = S,(0).

r—0

The above two theorems are an improvement even in the case of finite Markov
chains, on the results given in [7].

To illustrate the application of Theorem 1.2, consider the regular birth-death
process on Z, with birth rates (b;) and death rates (a;). Then K(dz) = 0,
Ji]’ = m;b; lfj =141, Ji]’ =ma; if j =i—1 and Jij = 0 otherwise.
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Corollary 1.3. For birth-death process with 7(F) = 1, take
rij = (@i +0:) V(a; +b;) (i 7 j).

Then
(1) I, > 0 for some v > 1 iff there exists a constant ¢ > 0 such that
o (v=1)/v
;g > C|:Z7Tj:| , 1> 1. (114)
VTii—1 P>

If so, we indeed have I, > c.
(2) Sus > 0(with § > 0) for some v > 1 iff (1.14) holds.

The inequalities (1.11)—(1.13) provides us some lower bounds of 1 = nx (0, v),
k = 1,2. For instance, from (1.11), it follows that n;(0,v) > (2 — )\(()1))_15370.
As usual, some rough upper bounds are easier to obtain. To see this, define ?1,75
and I, in the same way as S, s and I,,, but except for replacing J1/2) and K(1/2)
with J and K respectively. By setting f = I4 with 7(A4) € (0,00) in (1.1) and
f = 1I4 —w(A) with 7(A) € (0,1) in (1.2), one deduces that n; < S, /2 and
e < AV, .

We now introduce some more precise necessary conditions for (1.1) and (1.2).
To state the result, we need the following condition for a test function ¢ (which
is often chosen to be an elementary function):

020, we¥)=o00, limw(p>n)=0, =w(p<c)<oo(¥Vc>0). (1.15)
n— o0

The next result is a modification of [5; Theorem 1.5].

Theorem 1.4. Let ||K|[2—,2 < co. Then the inequalities (1.1) and (1.2) do not
hold (i.e., 71 and ny = 0) if one of the following conditions holds.

(1) (1.9) holds and 7 > 0. There exists ¢ satisfying (1.15) and
ess sup,;|o(w) — p(y)[*r(z,y) < 0.
(2) J(dz,dy) = n(dz)q(x,dy). There exists ¢ satisfying (1.15) and

ess sup. [ [o(a) = (o) Pae, ) < .

(3) 7 is a probability measure, the support of 7 contains infinite disjoint sets and
J(dz, E)/n(dz) is m-a.e. bounded.

Part (3) of the theorem tells us that in order to study (1.2) for infinite F, it is
necessary to consider the unbounded operators. Roughly speaking, this theorem
requires

and allows || f,||1 = co. The next result allows

D(fus fu) ~ | fulls™

but requires || f,||1 to be bounded.
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Theorem 1.5. Given ¢ and 1 with
v, 0 >0, gl <oo, |lpllz =00 and

C1 = ess sup ;1 (y)> ()} [P(Y )— p()]/¥(y) < oo (1.16)
Let f, = @ A N,, where N,, — 00 as n — 0.
CJ‘ J(de, dy)y /KM% <Gl ™", (117)
{frn(y)<frn(z)}

then 1, 72 < [lol}/* lim,,_, . Ca(n).

The simplest choice of 1) used in (1.16) is nothing but ¢ and then C; < 1. It
is usually taken to be the derivative of ¢. As a consequence of Theorem 1.4 and
Theorem 1.5, we have the following result.

Corollary 1.6. For birth-death process with m(E) = 1, we have n; (with § > 0),
12 = 0 if one of the following conditions holds.

(1) There exists ¢ such that ¢; > m; (i > 1),

2
Zq/)i =oo0 and sup [ <log 7 @Z}'Zi ) + bi<log wiﬂbi) } < 0. (1.18)
- ; i—1Yi—1 i g

i>1 Yiit1

(2) lim; 00 bi/aiz1 =: p~ € [0,1), a; 1 as i 1. There exists ¢ such that
i = (1> 1), Y, = 00, imy 00 i1 /10 =1y € [1,p) and

2/v
lim an/(z%') =0.
n—o00 <n

The proofs of the above results are delayed to Section 3. In the next section, we
introduce some more concrete corollaries and illustrate the power of the results by
some examples. In particular, we show that all of them can be sharp qualitatively.
However, we should mention that the method of isoperimetric inequalities does
have certain limitation as illustrated by [5; Example 4.8].

2. COROLLARIES AND EXAMPLES

In this section, we first introduce some criteria for (1.1), (1.2) and (1.4) for
some more specific but typical birth-death processes. Their proofs are delayed
again to the next section. However, one may first ignore the corollaries and jump
to look at the examples given in the second part of the section.

Note that in the qualitative study, we need only the asymptotic behavior of the
quantity and so one may ignore a finite number of terms or a positive factor. In
particular, we write A(i) ~ B(q) if either lim; o, B(i) € [0, 00) and lim;_,~ A(7) =
clim;_, B(i) or lim;,o B(i) = oo but still lim; ,. A(7)/B(i) = ¢ for some
constant ¢ € (0,00), and write A(:) 2 B(i) if A(i) > ¢B(i) for all large enough 4
and a constant ¢ € (0, 00).

Unless otherwise stated, the measure 7 considered in this section is a probabil-
ity. The first two corollaries deal with the case of a; = b; which is related to the
polynomial decay of (m;). Corollaries 2.2 and 2.4 are devoted to the logarithmic
Sobolev inequality, they may be regarded as an addition to [9].
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Corollary 2.1. Let a(z) € C'([1,00)) be strictly increasing and satisfy
/°° dz < 0o
1 a(z) '
Take b, = Qa; = CL(Z) (7, > ].)

(1) Ifa(x) Z x7 for some v > 2, then I,,, S, 5(0 >0) > 0forv >2(y—1)/(y—
2), and hence (1.1) with § > 0 and (1.2) hold.
(2) Suppose additionally that

/

sup  a(z)/a(z —¢) <oco and  lim z[loga(x)] < oo.

z>1,6€(0,1) T—00
If a(x) < 22, then (1.1) and (1.2) do not hold for all 6 > 0 and v > 0.
(3) Suppose additionally that the limit { = lim,_,~ z(loga(x))" exists. Fix
d, v > 0. Then (1.1) and (1.2) do not hold if either { <1 or € (1, 00] but

still
sup [loga(z —¢)]'/[loga(z)]" < oo, Za;l/2is/2 < o0
w>1,€(0,1) i1
and

lim [ a(a:)},/az(s+1)/” =0

Tr—r o0
for some s = s(v) > —1.
Corollary 2.2. Suppose that a(z), a; and b; be the same as in Corollary 2.1 and
that the limit £ := lim,_, . x(log a(z))’ exists.
(1) Let a(x) € C?([1,00)). Then (1.4) does not hold if either £ < 1 or £ > 1 but
still

sup [loga(z —¢€)]'/[loga(z)]’ < oo and lim a”(z)/loga(z) = 0.

z>1,e€(0,1) =00
(2) Let a(z) € C3([1,00)). Then (1.4) holds provided ¢ > 1,

lim ( a(m))/ = 00, lim a(z)[( a(x))/2]/ =00

T—r 00 r— 00

and

im a(e){1/[(va(@))"*]'}" < oo

Tr—r 00

The next two corollaries deal with the case of (;) being exponential decay.
Corollary 2.3. Let lim; o b;/a;;1 =: p~* €[0,1). Then

(1) 1, S,5(6>0)>0(v>2)ifb; <a;(i>1)and a; > m; /"

(2) (1.1) and (1.2) do not hold if there exists vy € [1, p) such that

lim an/,y2n/u =0.

n— oo
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Corollary 2.4. Let lim; o b;/a;;1 =: p~* €[0,1). Then

(1) (1.4) does not hold if lim,,_, a,/logm, 1 = 0.
(2) (1.4) holds if b; < a; (i > 1), a; T and lim . _a,/logm,* > 0.

It is now appropriate to present some examples. The first example below is
standard, for which 7(E) = oo. The example also shows that the inequality
(1.1) is not so restrictive in the case of m(E) = co. Refer to [2] or [8] for more
information.

Example 2.5. For the simple random walk P = (p;;) on Z%, J;; = mpi; (i # j),
the Sobolev constant S, s > S, 0 > 0 for all v > 1.

Proof. Simply use that fact that J;; = positive constant for all i # j with [i—j| =1
and apply Theorem 1.1. [

The next example shows that the inequalities (1.1), (1.2) and (1.4) are stronger
than the Poincaré inequality (1.3) only at the critical point.

Example 2.6. Take a; =b; =47 (i > 1, v > 1). Then (1.3) holds iff v > 2.

(1) (1.1) with § > 0 and (1.2) hold for some v > 0 iff v > 2. Then, we must
have v > 2(y — 1)/(v — 2).
(2) (1.4) holds iff v > 2.

Proof. Refer to [4] or [5] for a proof about (1.3). The first assertion and the suffi-
ciency of the second one in part (1) follow from the first two parts of Corollary 2.1.
Moreover, Part (3) of the corollary removes the region v < 2(y —1)/(y — 2) and
then proves the necessity of the second assertion in (1). Part (2) follows from
Corollary 2.2. O

Before moving further, we mention that the inequality (1.3) holds for all the
examples given below.

Example 2.7. Take a; = b; =i?log”(i +1)(i > 1, v € R). Then

(1) (1.1) and (1.2) do not hold for all ~.
(2) (1.4) holds iff v > 1.

Proof. Part (1) follows from Part (3) of Corollary 2.1. Part (2) is due to [9] and
follows from Corollary 2.2. [

Example 2.8. Take m; ~ p~ for some p > 1, a; = p?* (3 € (0,1)). Then

(1) (1.1) with 6 > 0 and (1.2) hold if 5 > 2/v with v > 2. Conversely, (1.1) and
(1.2) do not hold if 8 < 2/v.
(2) (1.4) holds for all 3 € (0,1).

Proof. Part (1) follows from Corollary 2.3 and Part (2) follows from Corollary 2.4.
U

The next result is very surprising. It indicates a big jump from (1.2) to (1.3)
and shows that the Nash inequalities are much stronger than the Poincaré and
the logarithmic Sobolev ones.



NASH INEQUALITIES FOR GENERAL SYMMETRIC FORMS 357

Example 2.9. Take b; = bi® (i > 1), bp =1, a; =7, v > > 0. Assume also
that b < 1 when 8 = . Then

(1) (1.1) with § > 0 (resp., (1.2)) does not hold.

(2) (1.4) holds iff either 5=~ >1or <~ > 1.

Proof. From [4], it follows that A\; > 0. Next, Part (1) follows from Part (2) of
Corollary 2.3 and Part (2) follows from Corollary 2.4. [

Of course, the stronger convergence is less common. However, it has its own
use. For instance, in the study of Markov Chain Monte Carlo, one looks for
rapidly convergent symmetric form for a given distribution. For this, the stronger
convergence may be more helpful. Roughly speaking, as we have seen from the
above corollaries and examples, in order for I, (or S, s (6 > 0)) > 0, when (m;)
is polynomial (resp., exponential) decay, (a;) should be polynomial (resp., expo-
nential) growth.

Note that Theorem 1.2 is deduced from Theorem 1.1, we have seen that all the
results in the paper can be sharp qualitatively. We now want to know how about
the constants given in (1.11) and (1.13).

Example 2.10. Consider the Markov chain with state {0,1}. Let go1 = ¢10 = 1.
Then the coefficient in (1.11) is exact and the one in (1.13) has only an extra factor
21+4/V for every v > 1.

Proof. Note that mg =m = 1/2, Jo1 = Jé}) = Toqo1 = 1/2.
(a) Take B = {1}. Let fo = 0 and f; = 2. Then || f|1 = 1, || f||3 = 2 and

D(f, f) = moqo1 (f1 — fo)? = 2.

Thus,
Mo(B) =D(f, NH/Ifllz =1

and D(f, f)/||f|]§+4/'/ =272/ On the other hand,
Sy (B) = Joy /oI = 2= /v,

Therefore,
(2 — Xo(B))S,(B)~2 = 2%/v.

This means that constant given in (1.11) is exact.
(b) Note that

I, = J()l/[ﬂ'o A 71'1](”_1)/1/ = 2—1/V = S,/(B)
Next, by symmetry, Ao({0}) = 1 and so

92/v (2 ~ inf )\O(B))I,j2 — 24/v,
m(B)<1/2
However, 1o = 2/11+2/” = 2 for all v > 0, the infimum is achieved by fo = —f1 =
1. This means that there is an extra factor 2'+4/* in (1.13). The factor 2 comes

from the use of the inequality in (3.8) and the factor 2*/¥ comes from the second
inequality of (3.7). O
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3. PROOFS

To prove Theorem 1.1, we need some preparation. Let f € LY (7). Set F, =
{f >t} and f; = Ir,. Then we have

1 £l 1£1]w
f(x):/o fe(z)dt and W(f):/o m(Fy)dt,

where ||f]|, = sup|f] < .

Lemma 3.1 (Co-Area Formula).
I £l
[ I i) - s@l =2 [ 1 E x Fa
0

Proof. The proof is standard. Refer to [7; Chapter 3] for instance. O

When K(dz) # 0, it is convenient to enlarge the space E by letting E* =
E U {co}. For any f € &, define f* on E* by setting f* = fIg. Next, define
J*@) on E* x E* by

J@) (), Ceé&xé&,
J*(a)(c): K@) (4), C=Ax{c}or{oc} xA Acé&,
0, C = {oo} x {oo}.

We have J*(®)(dz, dy) = J*(®)(dy, dz) and

/ T (dz, B) f(2)? + K@ (f?) = / T (dz, B*) f* ()2,
E *
1

D=5 [ TOEnans ) - £ @)

1 (@) (4 _ f(x @ (dz)|f (x
5[ I dnli) - f@)l+ [ K@)

/ T4 (da, dy) | f*(y) — £*(2)].
ExxE*

N | =

Note that if we set r*(z,y) = r(z,y), r*(x,00) = r*(c0,x) = s(z) for all z, y € E
and 7* (00, 00) = 0, then J*(®) can also expressed by

T (dz, dy) = Iz yosoyd (de, dy) /7 (2, y)*.
We remark that in proving Theorem 1.1 and Theorem 1.2, it suffices to consider
a bounded f € 2(D) N L'(r) only. Actually, for f € 2(D) N L(xn), define
Fo = (=m) V £ An. Since | fu(y) — fu(@)| < |f(y) = £(@)] and |fu] < |f], we have

D(fn—fafn_f)<4D(fvf)7 D(fn_fafn_f)_)o
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and || f, — fll, = 0 as n — oo for all p € [1,2]. Hence, f,, is bounded and belongs
to 2(D) N LY(r).

Proof of Theorem 1.1. To prove (1.11), it suffices to consider a bounded g €
2(D)NLL () since D(|g], |g]) < D(g,9). Set C = S;; andg=v/(r—1) € (1, 0]
(do not confuse with the conjugate exponent of p used elsewhere),

Gi={zxe€E:g(zx) >t} Gi={z€E :g"(z) >t}
and g; = Ig,. Then we have G} = G; and 7(G;) < t71m(g) < oo whenever t > 0.

Recall that in the present situation, ||g||cc = ess supx|g| = ||g||.- Fix ¢ < oo for a
moment. Then, we have

llgllw
lgll, < /O lgellodt  (by Holder-Minkowski inequality)

”gHu
_ / (G adt
0

gl
< C/ [JY2D(Gy x EN\ Gy) + KY2(Gy) + om(Gy)]dt
0

(by assumption)

llgll
- c/ (77D (G x B°\ GF) + 3m(Gy)]dt
0

1
ZC[Q/ T (dz, dy)|g* (y) — g"(x)] + d]lgll1]- (3.1)
Ex*x E*

Here in the last step, we have used the co-area formula for the symmetric form
J*. Tt is easy to check that the proof remains true even if ¢ = co. By taking
g = I4 with m(A) < o0, (3.1) is reduced to (1.10) and hence we have proved that
(1.10) and (3.1) are actually equivalent.

Next, by Cauchy-Schwarz inequality,

/ T0/)(dz, dy)g* (v)? — g*(2)?]
E*x E*
:/i T2 (A, dy)|g* () — o (@) 19" (W) + 97 ()|
Ex*x E*

1/2
< V/2D(g,9) UE . J*W(dz, dy)[g" (y) +9*(w)]2]
—VEDlg.g)| [ IO e 0 + 29" @)

1/2

-/ J*“><dm,dyng*<y>——g*(xMQ}
E*x E*

<2v/D(g.9) [2llgll3 — DD (g,9)]"*  (by (1.9))

<2y/2=2\)D(g.9) gl (3.2)
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Applying (3.1) to g% and then using (3.2) we get

]. * * *
lgl2, < |2 / T/ (dz, dy)|g* (4)? — ¢ (@)?] + Blgl2
2 E*x E*

<c[y@=\")Dig.9) lgll2 + lgl3]- (33)

On the other hand, writing g2 = g%/ “*1.¢2¥/(*+1) and applying Holder inequality
with p’ = (v +1)/2 and ¢/ = (v + 1) /(v — 1), we obtain

1 +1 v/(v+1
lgll2 < gl llglls, 0. (3.4)

Combining (3.4) with (3.3), we get

v/2(v+1)
} lgl/e+. (35

1
ol < { € [V/2= 37 Dta.) gl + ol
From this, (1.11) and (1.12) follow immediately. [

We now turn to prove Theorem 1.2.

Proof of Theorem 1.2. (a) By assumption, K(dz) = 0. Thus, for every f with
flBe =0, we have

DO =5 [ IO dy)lr) — S@P + [ S B (@)

BxB B
= DY (f, ).
Then,
MNO(B) = (D) (f1p, f1p) : 7(f2I5) =1}
Define

(1/2) (1/2) c
$,(B)= mf L AXBAA)+ T A B
ACB,m(A)>0 m(A)v-1/v
. JA/2 (A x A°)
= inf R S
ACBx(A)>0 mw(A)w-D/v

Then, applying Theorem 1.1 to the form Dp with 6 = 0 and using (1.11) with
Sys =S, (B), we obtain

1£Islls™" < (2= A(B))S,(B) 2Ds(fIs, f1s) | fIs]Y".  (3.6)

(b) Fix a bounded g € 2(D) C L?(n) with median c. Define g1 = (g — ¢)*
and By = {g+ > 0}. Then 7(B1) < 1/2. By (3.6), we get

gl < (2= AV (BL)) S, (B1) 2D, (94, 9)lgx 17"
< (2= AV (Bw))Su(B2) 2D (g2, 92)lg — el (3.7)
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On the other hand,
D(g,9) = D(g —c,g —¢)
1 2
— 5 [ 1e. a9+ ) - 9@ +19-) - 9- @]

> / T dy)[g+ () — g+ )] + / J(dz,dy)[g-(v) = 9-(@)]°
= D(9+,9+) + D(9-,9-)
=Dz, (9+,9+) + Dp_(9-,9-); (3:8)

v(B v(B-)> inf (B
Se(By)ASu(B-) > inf  S.(B)

J(l/2)(A x A°)
= inf inf JraxAan)
m(B)<1/2 ACB w(A)>0  m(A)r-1/v

JA/2) (A x A°)

i — o = v .
0<7r(1,£11)<1/2 W(A)(Vfl)/l/ (3.9)

244/v 1+2/v v 244 /v 244/v
lg —el3™" = (llg+ 13+ 9= 112)"""" < 227 (llg4 157" + llg-1137*"). (3.10)
Combining (3.7)—(3.10) together, we get

—2/u 2+4/v
272/ g — |37

< [(2 -2 (B4))Su(B1) 2D, (g4, 9+)
+ (2= AV (BL))SU(B) D5 (9-,9-)] g — el
< (2— inf  AV(B

n(B)<1/2 )

g(z— inf  AV(B
r(B)<1/2

4/v
1;?|Di, (9:4.94) + Di_(g-,9-)| g — el

1,;D(g,9) llg — el
‘We obtain

— e <o (2 it A (B))1D — ]|
g — el3H < Lt )L 2D(.9) g — el

(¢) Finally, since Var,(g) = inf, ||g — |3 and ¢ is a median of g, we obtain

Varg ()2 <22 (2= i AM(B))I72D(g, ) gl (3.11)

m(B)<1/2
as required. [

We now present an alternative proof of Theorem 1.2 which will gives us the

same inequality (3.11) but with a different constant. To do so, we need the
following result.
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Lemma 3.2. The following variational formula holds.

;e ) 2P dy)lf(y) - f(@))
v infe.c is a median of f Hf - CHV/(V—I)

. feLl(n)is non—constant} .

Proof. Similar to the proof given in [7; Chapter 3]. O

Alternative Proof of Theorem 1.2. Fix a bounded g € Z(D). Let ¢ be the median
of g. Set f =sgn(g—c)|g—c|?>. Then f has median 0. By the definition of f and
Lemma 3.2, we obtain

lg el = I1£lls < 51" / JU2 (dz,dy)lf(y) - F@)]. (312)

On the other hand, since

a? —b?|, if ab> 0

|
—b +[0]) =
la — bl (Ja| + |b]) { (la| + [b])2, if ab < 0,

we have

1f(y) = f(@)] < lg(y) — 9(@)| (lg(y) — el + |g(x) — ).
By using this equality and following the proof of (3.2), we get

/ JO/D (dz, dy)| £ (y) — f ()|

< V2D(g.9) [ [ 10 a)lgto) — el + o) - o
<2y2D(g,9) llg — ¢l (3.13)

Combining (3.12) with (3.13) together, we get

lg — ell3, < 2I;"/2D(g. 9) llg — cll2-

Now, by using Holder inequality (3.4), it follows that

1/2

_ v/2(v+1) 1/(vt1
lg = ell2 < " v/2D(g9) llg - cll2| lg = el v+,
Thus,
lg — |3 < 21,2 D(g, ) |lg — cll}”
and hence

Var, (9)' 7 < 2I;2D(g,9) |lg]}*. O

The above two proofs show that one may replace ||f||1 by ||f — ¢||1 (where
¢ is the median of f) on the right-hand side of (1.13). However, the resulting
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inequality is only formally stronger than but actually equivalent to the original
one.

Proof of Corollary 1.3. (a) The proof of Part (1) is very much the same as the
proof of [5; Part (1) of Theorem 4.1].

(b) By the remark after Theorem 1.2, we need only to consider S, (0). Take
r < mp. Then 0 ¢ A whenever w(A) < r. Next, set ¢ =inf A > 1. Then

J(l/z) (A X AC) S ;A4 1 S ;A4
m(A)1-1/v W m(A)=1/v z 1-1/v°
Vit Vi1 (Ejzimi)

This proves the sufficiency of (1.14).
To prove the necessity, simply take A = {i,i + 1,---} (i > 1) with w(A) < r.
Then

TiA;

0<S,(r) <
\Tii—1 (Zj2i 7Tj>

1-1/v°

This implies (1.14). O

Proof of Theorem 1.4. (a) We show that under the first condition of Part (3),
there also exists ¢ satisfying (1.15). Let {4, },>1 satisfy A, N A,, = 0 (n # m)
and 7(A,) > 0 for all n. Set ¢(z) =1+7(A,) tifz e A, and =1ifz ¢ U, A,.
Then (1)) = oco. Because 7 is a probability measure, the assertion now follows
by setting ¢ = log .

Next, set f, = explp A n] and 61 (p) = ess sup,;|o(z) — o(y)|*r(z,y).

(b) We claim that D(f,,, fn) < C1]|fall3 for some constant C; = C () provided
one of the conditions of the theorem holds. First, assume (1). By using the Mean
Value Theorem, we have

let —eP| <|A— BletVE = |A - B|(e? v eP)

for all A, B > 0. Hence, by (1.9) and the assumption, we get

/ J(de, dy)[fu(z) — fulw)]?

[N

2

< ;/J(”(dw,dy)[w(w) —oW)Pr(@,y) [fal2) V fuly)]
< [ 100 a)lp() - o) Pr(e o) fale)?
< 1@l

The required assertion follows since K (dx) is bounded on L?(w). The proof is
similar and even simple for the other two cases.
(c) For every m > 1, by (1.15), one may choose 7, > 0 such that

(o = 1rm) < 1/m.
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By Chebyshev’s and Cauchy-Schwarz inequalities, we obtain

1falls < 1 fallzm ™2 + e alp < 7).

(d) By assumption, ||f|/2 T co as n — co. Hence, we have

_ D(fus )l fullt”
2 X Varﬂ(fn)1+2/”

Coll £all3 {Ifallim =2 + ermalp < 7]}
T3 = L fallim12 4 el < )}
Co{m™2 4 || fully el < rn]} "
[1— {m=12 4 || fully termalp < rm] }*]

— Clm_QV —
as n — o0
1+2
[1—mt)
— 0, as m — oQ.

This proves that 72 = 0 and hence (1.2) does not hold. The proof for n;
needs only a little modification in the last step. [

Proof of Theorem 1.5. Note that on the set {f,(y) > fn(x)}, we have
0 < fuly) = ful2)

_ { ¢(y) = p(x), if ¢(y), (z) < Ny
Nn—o(z) <o(y) —p(@), if ¢(y) =2 N, and ¢(z) < Ny.

Therefore, we obtain

% / J(da, dy)[fu(y) — fol2))?

_ / J(dz, dy)[fa(y) — fu(2)])?
{fn(@)>fn(x)}

< / J(dz, dY) o) >3 0 (Y) — @(2)]?
{fﬂ(y)>fn(x)}

< / J(dz, dy)i(y)?
{fn(@)>fn(z)}

/ J(dz, dy)b(e)>.
{fn(y)<fn(m)}

Next, without loss of generality, assume that ||¢||; = 1. Then,

I falls < el = 1.
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By (1.17), we get

D(fn, fu)ll£all”” — Co) £l ™ ]l COs(n)

2 S EETTRES +2/v —2)1+2/v”
Varr(fn) (I1£n13 = lllI3) (1= 1al172)

< (DU o) + 01 Bl
1 Fall3 ™

Ca(n) + 0| fully "

Since || fn]l2 = [|¢ll2 = oo, the conclusion follows by setting n — co. [

Proof of Corollary 1.6. (a) Take ¢; = log[t;/m;]. Noting that

boby -+ bi—1

W ~ —,
aiaz---a;

Part (1) of the corollary follows from Part (2) of Theorem 1.4.
(b) To prove Part (2), set ; = (¢;/m;)*/2. Then

lells =Y wi = o0

Moreover
Tit1 ¢i+1> ( b; ) (¢i+1> < ,
= < <1, 1> 1.
( e ) ( (5 Ait1 Vi e
1/2 1/2
Pit1 1/1i+17fz‘> (az‘+1¢i+1> S 1/2 ;
©i <1/1i7fz‘+1 bi; (7) (314

Then ||¢|j1 = >, Mt < oo and so (1.16) with ¢ = ¢ is satisfied.
Next, by (3.14), there is an N such that ;11 > ¢; for all ¢ > N. Thus, we
have N,, := ¢,, = 00, as n — oo and furthermore

fn(z) = Qi N Pn = Pian

for large enough n. On the other hand, by assumption,

727_(]:2{)[714-1 J1<le_7-

a a
]>z j=t i+1%i42 j=i

Hence

(=m; if p=00). (3.15)

ET['JN

j=t

Therefore,

5l = 3w+ 2w S

i<n ]>n i<n
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Thus, for a large enough n, we have

/ J(dz, dy)p(x)? = Z[mbi + mias)p; + Z miai0r < Z a; ;.
{fn(W)<fn(z)} i<N N<i<n 1<i<n
Then
i<n AiWi n
Cy(n) = 2igicn Y ¢ —0 as n— oo

(Zignwi)1+2/u = (Zignl/}i)Q/y

Therefore, the required assertion follows from Theorem 1.5 with ¢ = ¢. O

Proof of Corollary 2.1. (a) For simplicity, write
> d

Az) = / Y

+ ay)

;gf; G(;W/A(x) > 0, qg:=v/(v-1),

To show that

since 1/a(x) — 0 and A(x) — 0 as x — oo, by the Mean Value Theorem, it
suffices to prove that

f a'(x) 1 0

glw@wwl/a@>>'

a’(z)

231 a(x)i/2

That is
> 0.

Now, Part (1) follows by solving this inequality and using Corollary 1.3.
(b) Take ¢(x) = a(z)/x. Then by the assumption, we have

sup a(z) [log p(x£1)—log go(x)]g

= supa(z) [(log )/ (z +)]" (el <1)
S swpa(z)[(log 9)'(+)])"
= swpa(e)[ — a(z)/z +d' ()] Ja(x)’

< supa(z)/z?.

r>1

Then the second conclusion follows from Part (1) of Corollary 1.6.
(c) It is known that A\; = 0 and hence o = 0 whenever

lim a(z)/z'T =0 (0<e<1)H,

T—r00
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Thus, we may assume in what follows that
¢ = lim z(loga(z)) > 1. (3.16)
T—r00

Otherwise, we would have lim,_,, z(loga(x))’ < 1, and hence a(x) < 2! for all
small £ > 0. The condition (3.16) implies that

_ [Ty o w
a0 = [ S 47

and
a(x) > x'te for some & > 0. (3.18)

Combining (3.16) with (3.18) together, we get

im a'(z) > 1 = 00. :
xlgroloa (x) > ml;ngo a(x)/x = oo (3.19)
Next, take p(x) = y/x*a(z). Then
lolls = mip? ~ > i* =00
i i

since s > —1. On the other hand, we have

lolls =Y migi ~ > a; 22 < 0.

i>1
Finally, since ¢’ > 0 by (3.16), one may take N, = ¢(n) and so f,(z) =

o(x An). Then
D omifali)’ 2w} ~ntt
i

<n
Next, since for € € (0, 1),

O'(x—¢) _ <x—z—:>s/2_1 a(x —¢) s—l—(x—s)(loga(x—s))/
¢’ (x) z a(x) s+:z:(loga(x)),

!/
< (loga(x — 5/))
(log a(x))
by assumption, we have sup,>; .¢(,1) ¢’ (z —€)/¢'(z) < oo. Hence

D(fn7fn) - Zﬂ'lal[fn(z - 1) - fn(z)]z

i<n

S Qli—e)?

< [
/1n z*2a(z)[s + z(log a(z))'] “da

n

2°2a(z) [z(loga(x))] *dz  (by (3.16))

n

za (x)?/a(z)dx.

)

A
_\_\ | =
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Therefore

D(fn: fn) / ya' (y)? dy/x8+1+2(8+1)/1/
1

1l S aly)
~ [(Va(@)) [zt
— 0, as xr =n — o0.

The third assertion now follows from Theorem 1.5. 0O

Proof of Corollary 2.2. Assume that & > 1. Otherwise, it was treated in the proof
(c) of Corollary 2.1.

(a) Take ¢(z) = y/za(z). Then [|p||3 = co. Next, set f,(z) = ¢(z An). Then

I£all3 =D mig? + 2> i~ /xdx+annA(n)~n2 (by (3.17)).

i<n i>n

D mifn(0)*log fui)* = > mipilog ol + ¢, (log pr) 3 i

i<n i>n

~ /1n zlog[za(z)]dz + (annloglnan,]) A(n)

~ / zloga(x)dz.
1

Here in the last step, we have used the fact that a(z) > x(z > 1) and the
inequality:

za(x)A(z)loga(x) < ¢ + 02/ xloga(x)de.
1
To see this, it suffices to show that
[a(z)loga(z) + zd’ (z) log a(z) + zd(z)] A(z) — zlog a(z) < cozlog a(x).

Dividing both sides by xza/(x)loga(x), because of a(zx),a’(x) — oo, it is enough
to show that [1 + a(z)/(za’(z))] A(z) < c2. Now, the required assertion follows
from (3.16).

Next,

S (0 Lo | 3 ~ { R annA<n>} log || £ ~ n? log n,
; 1
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Zmazfnz—l <Zap z—sl

< / " (@)
[

za(x)

! a(; [1+ zd (z)/a(z)]’dz

1
2
/
N /1 N (@) Jale)Pde (by (3.16)
/

Therefore,

D(fo. f) / [ srosl2/inBlar s [ y%’zdy / / " yloga(y)dy

~ a(x)loga(x)
a//(l,)
~ loga(z)+1
a//(x)

~ log a(x)’

(by (3.19))

Here, in the second step, we have used the fact that

/j ya'(y)? /a(y)dy 2 /j a'(y)dy ~ a(z) — oo

as © — 0o. We have thus proved Part (1) of the corollary.
(b) By [9; Theorem 1.2], (1.4) holds provided

-1 1/2
T Qg
inf —— E i< lo g T, +e]} > 0, 3.20

where 7;; = (a; + b;) V (a; + b;) (i # j). Recall that

o= [

Since a(x) 1 oo and

A(z)log A(z) = [log A(x)]/A(z) ™" ~ A(z) ~ 0,
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by assumption, we have

vt )

ac(blx()im /A’ —log A( )
= (Va(z))"//~log A(z)

_ :—logA(x)/( a(m))/ﬂil/z

= [~ @A@Y/ [(Va@) ]
- 1 —1/2

= 57 | Al
La(z)|[( a(m))/ ] / ( )]

N ;<a<x>{( 2@))’2}’),/ Al(x)]m

—1/2

By assumption, this implies (3.20). O
Proof of Corollary 2.3. (a) By Corollary 1.3, it suffices to show that

T 2 (Zw)/ 1= (v —1)v (3.21)

for some ¢ € (1,00). We prove that ¢ # oo under the assumption. Because of
bi = 7r,-+1ai+1/7r,- and bz < a;, wWe have

Tia; < Ti—10;—1 <+ < T1aq

and so A
a; St (3.22)
Combining this with (3.21) gives us the required assertion.
Next, by (3.15), it is enough for (3.21) that \/a; 2 ﬂl-l/qfl. That is, a; = 771-2/(172.
Combining this with (3.22) proves I,, > 0 as well as S, s > 0 and then Part (1) of

the corollary.
(b) Part (2) is a simple application of Part (2) of Corollary 1.6 with ¢; = v%. [

Proof of Corollary 2.4. (a) Take 1; = i7 (y > —1) and set ¢; = /4;/m;. Then
|¢|l2 = 0o. Next, set f,,(i) = @ian. Then || fn]|3 ~ n'T7. Moreover,

S nenlhi 1) - sz[( )”b ] <3

i<n i<n
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On the other hand, by (3.15) and assumption, we have

Zﬂ'zfn(z)Q log fn(Z)Q _ sz logﬂ + wn [10g :fn:| Zﬂ'k

s T
i<n v n k>n

i
~Zwmg

i<n

~ Zwilogﬂfl.

i<n

Besides,

S mifali) log 1 ll3 ~ 3 wilog .

i<n

Thus,

.anm(/ﬁmﬂﬁMnﬁmwsZﬁw#iﬂw%ﬂ?

i<n i<n

The conclusion now follows by using Stolz Theorem.
(b) By (3.15) and (3.20), we have

371

Thus, lim

0; = wﬁ/ LZ;T]] { log [(ZWJ)l + e] }1/2 ~ (ai/logﬁ;1)1/2.

Jjzi

L On > 0ifflim . a,/logm,t > 0. O
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4. APPENDIX. FOR REFEREE’S REFERENCE BUT NOT FOR PUBLICATION

Proof of the equivalence of (1.2) and (1.6). In order to use the spectral theory of
the symmetric semigroups, some standard conditions are needed in the proof but
we omit the details here. One may refer to [2].

Assume that (D, Z(D)) determines a symmetric semigroup (P;)¢>o with gen-
erator (Q, 2(Q)) on L?(7).

(a) (1.2) = (1.6). Let f € 2(Q) C L?(x) with ||f]|, = 1. Set f; = P.f and

ue = || fe = w(f)3 = Varz(fe) (since 7(f;) = 7(f)).

Then, noticing that ||f¢||, < ||f|l, =1 and D(1,1) = Q1 = 0, by (1.2), we obtain

—ul, = 2D(fs, fi) = 2172Var7r(ft)1+2/” = 2n2ui+2/u.

Next, set
vy = ﬁut_wy.
Then, vy = 0, L s
viz—%ut TTup > 1

Hence, v; > t and so

In other words, we have

v \v/4
P, < (—) .
(| Pell p—s2 dnat

Therefore,

v/2
v 1 1
[P < [P alooa WPillasg = WPl < () 2 2=

(b) (1.6) = (1.2). Let f € 2(2) with || f||, = 1. Set f; = P.f —n(f). By

(1.6), we have
v v/2 v v/2
< — =(—=—) .
1o < () 191 = ()

t
@mmwm,ﬁ:f—ﬂﬁ—AQAﬁa

Because

|@ﬁ»{/ﬂ@ﬁ@ﬁm

we have

t
v

v/2
> Var, (f) —tD(f, f). (4.1)
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v/2
Put B = ( m) , hy = Bt=*/2 —Var,(f) + tD(f, f). Then

vB
hfﬁ = _2tu/2+1 +D(f7f)

We get the minimum point of h;:

v/2+1 vB
to 2D(f i) (4.2)

Combining (4.1) with (4.2), we get

B
m = Varw(f) _D(faf)‘

That is,

Vare(7) < to| DU f) + ﬁiH]:Q+i)rfyﬂ“Dw ).

Or,
Lia/ 9 1+2/v B 2/v 1 v 1+2/v iy
Ve (0 < [+ 2] 2 by = L] pan i,
Il

Proof of Lemma 3.1.

/J(“)(dx dy)|f(y) 2/( e J ) (dz, dy)[f(y) — f(@)]

fw)
/ J@ (dz, dy) / dt
[f()>f ()] f(@)

£
=2 / dt / J@ (dz, dy)
0 £ () >t>f ()]

£l
=2 / JO(F, x F&)dt. O
0

Proof of Lemma 3.2. Denote by J, the right-hand side of the formula given in
the lemma. Set ¢ = /(v — 1) and ignore the superscript “(1/2)” everywhere for
simplicity. Take f = I4 with 0 < 7(A) < 1/2. Then, f has a median 0. Moreover,

/J(dx,dy)!f(y) — (@) =2J(Ax A%, ||fllg = m(A)Y.

This proves that I, > J,.
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Conversely, fix f with median c¢. Set fi = (f —¢)*. Then fi + f_ = |f — |
and
fy) = f@)] = f+@) = f+ @)+ |f-(y) = f-(@)].
Put Fi* = {f+ > t}. Then

% / J(dz,dy)|f(y) - f(2)]

= ;/J(dl',dy)[’er(y) — f+@)| + [f-(y) = f-(2)]]

_ / < (B + I % ()]t (o comaren formula)
0

£l
> IV/ [m(F)Y 9+ m(F7)Y4]de.
0
Note that by Theorem 4.1 below,

T(F)Y = Igtlly = sup (Ip+,g),  —+-=1.
) ”gH'r<1 ) r q

Thus, for every g with ||g||» < 1, we have
1 o0
5 [ @ alfo) = F@ = [ () + (T 9]t
0

L[{fe: 9+ (f-, 9)]
= Il/<|f - C|, g>'

Making supremum with respect to g, we get

! / J(dz, dy)|f(y) - F(@) > LIf -y O

WV

2

Proof of Part (1) of Corollary 1.3. (a) Let I, > 0. Take A= 1, = {i,i+1,---}
for a fixed ¢ > 0 and

i i
J(a)(Z ]) = Lq” o [(az + bz) V (ai_l —+ bi—l)]a B A 2] Vi
S [Qi\/Qj]a N m;b; _.7Tl~) i
Y =i+ 1.
[(a; +b;) V (ai41 + biy1)]® j
Then
(o) c . B
o, < I OAxA) it .

< 9y
[r(A) Am(A)] e [(Zj5im5) A (Zj<ﬂj)]1/q 70255 ”j]l/q
where ¢ := (v — 1)/v. This proves the necessity of the condition.
(b) Next, assume that the condition holds. Then for each A with 7(A4) € (0, 1),
since the symmetry of J(®) we may assume that 0 ¢ A. Set ip = min A > 1.
Then, A C I;,, A° C E\ {ip} and so

J(a) (A X AC) ﬂ—’i()a’ig
1174 > 1/q =
[W(A) A7(A )] [Zj>i0 7rj}
Because A is arbitrary, we obtain the required assertions. [
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Theorem 4.1. Letp > 1. Then ||f||, < F iff | fg||1 < FG holds for all g satisfying
lglly < G-

Theorem 4.2 (Holder-Minkowski inequality). Let u and v be o-finite non-
negative measures on (Eq,81) and (FEs, &) respectively, p € [1,00) and f > 0.
Then

{ /El e [ Bz ﬂx?y)y(dy)r}w s /EQ v(dy) [ B, f(fc,y)pu(dx)] "

When v is a finite counting measure, this is the usual Minkowski inequality.
The theorem says that the LP(u)-norm of the integral of a bivariate function f
w.r.t. v is controlled by the integral w.r.t. v of the LP(u)-norm of f:

117l < M lisll,2e 2 € [Loo).

Proof of Theorem 4.1. The necessity comes from the Holder inequality. To prove
the sufficiency, assume that || f||, > F. Set f,, = f An. Then for large enough n,

we have || f,|, > F. Take g = fﬁflG/anHg/q. Then ||g||; = G and moreover,

1£9llr = I faglls = GIFENL/ N f2 2T = Gl fall, > FG,

which is a contradiction. O

Proof of Theorem 4.2. Set J(z) = fE2 f(z,y)v(dy). Then by Theorem 4.1, we
know that

/E JP(x)p(dx) < MP (4.3)

iff fEl Jgdp < M holds for all g satisfying [ g?du < 1. However,

Jgdu = /E g(x)u(de) /E £, y)v(dy)

Ey

:/ I/(dy)/ wu(dx)g(x)f(x,y) (by Fubini Theorem)
B, B

< /E‘2 v(dy) /El :U'(dl')f(x,y)p: v [/El u(dx)g(;,;)q} 1/q

(by Holder inequality)
11/p

- /E a /E ) |

This shows that we can take the right-hand side of the last inequality as the
required upper bound M in (4.3). O
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